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Abstract

This thesis presents the experimental demonstration of an atomic source of narrowband
nonclassical states of light. Employing four-wave mixing in hot atomic Rubidium vapour,
the optical states produced are naturally compatible with atomic transitions and may be
thus employed in atom-based quantum communication protocols.

We first demonstrate the production of two-mode intensity-squeezed light and ana-
lyze the correlations between the two produced modes. Using homodyne detection in
each mode, we verify the production of two-mode quadrature-squeezed light, achieving a
reduction in quadrature variance of 3 dB below the standard quantum limit.

Employing conditional detection on one of the channels, we then demonstrate the
generation of single-photon Fock states as well as controllable superpositions of vacuum
and 1-photon states. We fully characterize the produced light by means of optical homo-
dyne tomography and maximum likelihood estimation. The narrowband nature of the
produced light yields a resolvable temporal wave-function, and we develop a method to
infer this wave function from the continuous photocurrent provided by the homodyne
detector.

The nature of the atomic process opens the door to a new direction of research:
generation of arbitrary superpositions of collective atomic states. We perform the first
proof-of-principle experiment towards this new field and discuss a proposal for extending

this work to obtain full control over the collective-atomic Hilbert space.



i

Table of Contents

Abstractl . . . . . . . .. i
[(Table of Contentsl . . . . . . . . . . . . . . ii
LCistof Tabled . . . . . . . . . . . iv
[List of Figures|. . . . . . . . . . .. v
[Citations to Previously Published Workl . . . . .. ... ... ... ... ... X
[List of Acronyms| . . . . . . . . . .. xii
[Acknowledgements| . . . . . . . . ... xiii
i [ntroduction| . . . . . . . . .. 1
[2 Nonclassical Light|. . . . . ... ... ... ... ... ... ... ..., 7
2.1 Quantum Light| . . . . ... ... ... oo 7
[2.2  Quantum States of Light| . . . . . . .. .. ... ... o000 8
[2.2.1 Quadrature States| . . . . . . . .. ... 8
222 Fock States . . . . . ... 9
2.2.3 Coherent States . . . . . . . . . ... 10
224 Thermal Statel. . . . . . .. ..o 12
[2.2.5  Squeezed State| . . . . .. ..o 13

2.3 The Wigner Function| . . . . . . . .. ... .. ... . 14
2.4 Quantum Optical Modes| . . . . . . . .. .. ... ... ... ... .. 19
2.5 Quantum Light vs. Nonclassical Light, Nonclassicality Criterial . . . . . . 20
[2.5.1 Negativity of P function| . . . . . . .. . . ... ... ... ... 21
[2.5.2  The Squeezing Criterial . . . . . . . . .. ... ... ... ..... 21
[2.5.3  The Intensity Squeezing Criterial. . . . . . . . . .. .. ... ... 22
[2.5.4  Negativity of Wigner Function|. . . . . . . .. .. ... ... ... 22
[2.5.5 Anti-Bunching Criterial . . . . . . . . .. .. ... ... ... 23
[2.5.6  Criteria for Specific Density Matrix Elements . . . . ... . . .. 24

[3 Detecting Nonclassical Light: Quantum State Tomography| . . . . . . . . 25
[3.1  Quantum State Detection| . . . . . . .. ... ... ... L. 25
[3.1.1 Intensity Detection| . . . . . . . ... .. ... .. ... ... ... 25
[3.1.2  Photon Counting| . . . . . .. ... ... ... ... ........ 27
[3.1.3  Quadrature Detection: The Homodyne Detector| . . . . . . . . .. 28

[3.2 Iterative Maximum Likelihood Estimation of Quantum States| . . . . . . 34
(3.2.1  Maximum [Likelihood Estimationl . . . . . . ... .. ... .. .. 35
[3.2.2  An Iterative Algorithm Maximum Likelihood Estimation of Homo- |
dyne Datal . . . . . . .. ... 36

{4 Producing Nonclassical Light: Four-Wave Mixing in Rb Vapour| . . . . . 40
4.1 Four-Wave Mixing| . . . . . . . . . . ... .o 40
[4.2  Classical Characterization of the System| . . . . . . ... ... ... ... 44
4.3 Relative Intensity Squeezing| . . . . . . . . .. ... L. 52
[4.3.1 A Brief Theoretical Description| . . . . . .. ... ... ... ... 52
[4.3.2  Experimental Results . . . . . ... ... ... .. ... .. ..., 55

[4.3.3  The Effect of Technical Noise on Intensity Squeezingl . . . . . .. 58




4.4 Quadrature Squeezing| . . . . . . . . ... 60
[4.4.1 Basic Theory| . . . . . . ... ... ... ... . 60
[4.4.2  Experimental Details| . . . . ... ... .. ... 62
[4.4.3  Experimental Results[. . . . . .. ... ... ... 63

[ An Atomic Source of Narrowband Single Photons| . . . . . . .. ... .. 68

[>.1  Experimental Design| . . . . . . .. ... ... ..o 000 70

(5.2  Filtering out the Pump Field: Monolithic Filter Cavity] . . . . . . . . .. 73
[>.2.1 Polarization and Spatial Filteringl . . . . . . ... ... ... ... 74
[5.2.2  Fabry Perot Filter Cavities|. . . . . .. ... ... ... .. .... 5
[5.2.3  Spherical Fabry-Perot Cavities|. . . . . . . ... ... ... .... 78
[5.2.4  Our Design: A Monolithic Non-Contocal Fabry-Perot| . . . . . .. 81
[5.2.5 Filter Cavity Performancel . . . . . . . . .. ... ... ... ... 84

(5.3 Inferring the Temporal Mode of the Photon| . . . . . . . . .. ... ... 87
[H.3.1  Method of Point-Wise Variancel . . . . . . ... ... ... .... 88
H.3.2 Method of Auto-Correlation| . . . . . . .. .. ... ... ... .. 92
[5.3.3  Method of Genetic Algorithm| . . . . . . .. ... ... ... ... 93

(5.4  Experimental results . . . . . . ... ... oL 97
[5.4.1 Tomographic Reconstruction of Heralded Photon| . . . . . . . .. 97
[5.4.2  Performance of the Source in Terms of Standard Figures of Merit] 99
[>.4.3 Bandwidth and Spectral Brightness| . . . . . . ... ... ... .. 100

(6 Engineering Arbitrary Superposition States of Light and Matter| . . . . . 103

6.1 Arbitrary State Up To N=2: o|0) + B |1) +7[2)|. . . . . .. .. .. ... 103

6.2 Extension to Narrowband Light: a|0) + S [1). . . . . . .. .. ... ... 105

[6.3 Coherent Superpositions of Collective Atomic Excitations| . . . . . . . . . 107
[6.3.1 The DLCZ protocol|. . . . . . ... ... ... ... ... .... 108
[6.3.2  Arbitrary Superpositions of Collective Spin Excitations] . . . . . . 111

[ Conclusions and Outlookl . . . . . . .. .. ... ... ... ... 114

[A Properties of the T'wo Mode Sqeezing Operator| . . . . . ... ... ... 117

(B Properties of the Thermal State| . . . . . ... ... ... ... ... ... 119

[C  Some Properties of Gaussian Beams|. . . . . . .. ... ... ... .... 121

D Relative Intensity Squeezing in the Presence of Loss (3.7)[ . . . . . . . . . 123

[ Deterred Derivations of Equations Stated in Text| . . . . . ... ... .. 127

[E.1 Derivation of equation (3.7)| . . . . . . ... ... o L 127

[E.2  Derivation of the Autocorrelation Matrix in Relationtopf. . . . . . . .. 129

Bibliography| . . . . . . . . . 131

11



List of Tables

5.1 Comparison of ¢®(0) for various single photon technologies| . . . . .. .

[>.2  Comparison of high spectral brightness sources|

v



List of Figures

.1

Wigner functions of various states discussed in sec. [2.2} (a) Vacuum state

0). (b) Coherent state |a) with a = 3¢5, (c) Squeezed state S(¢)|0)

with ¢ = 2. (d) Thermal State with n = 2. (e) Single photon Fock state

[1). (f) Arbitrary Superposition state [1)) = (1]0) +2[1) +3[2) +4[3)) /+/30.

Insets for each plot are the corresponding density plot.| . . . . . . . . .. 18

B

Experimental setup to determine the electronic (black), shot (green), and |

technical plus shot (red) noise components of a signal.|. . . . . . . .. .. 27

B2

Basic configuration for homodyne detection. The state ay) 1s mixed on

a 00:50 beam-splitter and each port is monitored by a photodiode. The

resultant photocurrent is subtracted producing a signal proportional to the |

quadrature of |¢)). The piezo-electric transducer attached to the mirror |

scans the optical phase of the local oscillator.| . . . .. ... .. ... .. 29

B3

(a) The detection efficiency of a wide-band state with a limited bandwidth |

detector. In order to accurately measure a signal, the response of the

detector should be at least as fast as the inverse signal bandwidth. (b) The

spectrum of the homodyne detector used in the single photon experiments

of chapters 4 and 5. The clearance ranges from 10 dB to 18dB over the |

100 MHz bandwidth. 'The peaks around 100 MHz correspond to classical |

noise peaks which were not fully suppressed by the detectors common |

mode rejection ration (CMRRY] . . . . .. .. ... ... ... .. .... 33

Il

(a) Photon picture of 4WM process. Two pump photons are spontaneously

annihilated, creating a signal and an idler photon. (b) Atomic level dia-

egram showing the relative frequencies of the pump, signal, and idler pho- |

tons. Note that both pump beams are derived from the same laser.| . . . 41

I2

(a) Simplified diagram of experiment to detect four-wave mixing. The |

pump is derived from a titanium sapphire Laser while the seed originates |

from an ECDL. (b) CCD image of signal and idler beams produced in the |

vapour cell.| . . . . ... 45

h3

(a) Measured spectrum of the probe experiencing four-wave under high

gain conditions (Tuoms = 135°C). The two gain peaks at a frequency

difference with the pump of the hyperfine ground-state splitting.(b) Si-

multaneous monitoring of the signal gain and idler creation for lower gain |

conditions (Toroms = 110°C)] . . . . . . . . . . 47

ha

(a) The expected scaling of number density with temperature, where the

elled as described in [I]. (b) The scaling of gain with number density over

1deal gas approximation was assumed and the vapour pressure was mod- |

the range of temperatures used in the experiment. Gain was interred by

the idler power and number density was obtained as in (a).| . . . . . . .. 49




vi

i5

(a) The transmission profile of the seed(idler) for increasing pump inten-

sity. The red region displays the gain peak while the dark blue region is

Raman absorption. (b) The transmission spectrum of the created signal

where each trace corresponds to a horizontal slice of (a).| . . . . .. . ..

6

(a) The idler bandwidth was seen to increase linearly with pump Rabi

frequency. Here the bandwidth is defined to be the full width at half-max

of the idler profile (fig|4.5b). (b) Similarly, the gain was seen to increase

linearly with pump Rabi frequency. This is in contrast with the theoretical

prediction of G o e implying the presence of additional processes such

as self-focusing.| . . . . . ...

51

m7

(a) Theoretically predicted relative intensity squeezing in the presence of

loss. In the presence ot loss the amount of squeezing obtained is not mono-

tonically decreasing with increasing gain. (b) Loss in the signal (idler)

channel is modelled as a beam splitter of transmissivity 7,;) and a vac-

uum state incident on the reflecting port| . . . . . . ... ... ... ...

4.8

'The final configuration of the experimental setup to observe relative inten-

sity squeezing. The dotted path accessible by the removable mirror allows

for the calibration of the standard quantum limit| . . . . . . .. .. ...

)

(a) Relative intensity squeezing. The dotted curves are the signal and idler

beams alone incident on one of the detectors, each of which is much noisier

than the measured SQL (red) However, when both beams are simultane-

ously incident on the detectors, the resultant noise (green) is below the

SQL. (b) Calibration of the SQL for our detectors. Linearity of measured

noise with respect to optical power implies that the signal is not polluted

with classical noisel . . . . . . . .

57

.10

(a) The sidebands induced by the optical PLL added significant technical

noise to the seed beam. Here each trace represents a different two photon

detuning from the Raman transition between ground states 0o = w — wyr.

The peak value of each trace corresponds to the chosen value of 0. (b)

At high optical powers, the fiber coupled Ti:Sa light acquired significant

technical noise. Both noises in (a) and (b) destroyed the intensity squeezing.| 60

il

'The experimental setup for the two-mode squeezing experiment. The local

oscillators were produced via a separate 4WM process. The local oscillator

and signal beam for each channel were overlapped and sent to individual

homodyne detectors. The joint quadratures were extracted by subtracting

the outputs of the individual homodyne detectors on a hybrid junction.| .

62

12

The squeezing produced experimentally. (a) We obtained up to -2.9 dB of

squeezing corresponding to an etficiency of 0.61. The data here were taken

with § = 12 MHz, A ~ 800 MHz, and P,,,,, = 850 mW(b) The amount

of squeezing obtained depended strongly on the two photon detuning . .

64

Ii3

(a) By modelling the produced state as a statistical mixture of thermal

and squeezed states, the excess noise on the system is plotted. (b) The

Efficiency from equation (4.26) is plotted for the corresponding data. . .

65



vil

.14 (a) The tuneability of the absolute frequency of the squeezing process is

plotted by adjusting the one-photon detuning. (b) The effect of temper-

ature on the absolute squeezing, and the efliciency ot the resultant state.

The black, dotted line shows the deviation of 7y, from 0.5, scaled by a fac-

tor of 10. The dip in the datum around 131°C was the result of accidental

misalignment which was not noticed at the time ot the experiment.|

5.1

Full setup for the generation of narrowband single photons.|. . . . . . . .

67
71

52

Spatial filtering in the setup: (a) shows the competition between beam di-

vergence and spatial separation obtained by beam propagation. In (b) the

overlap between the beams as a function of propagation is calculated for

the experimental parameters: wg, = 550um, wy; = 400pum, 6 = 4.2 mrad.

The inset shows the far-field overlap which approaches an asymptotic limit.| 75

[5.3

[llustration of the model for a simple Fabry-Perot Cavity. Loss in the

cavity 1s modelled as a beam splitter with transmisivity .| . . . . . . . .

7

B4

(a) Transmission spectrum spectrum for a Fabry-Perot Cavity over several

FSRs with (blue) and without (red) loss. The reflectivity was set to

R = .97 and the loss was 1 — n* = 0.005. The lower inset displays the

transmission minimum for the normalized transmission spectra, showing

the degrading effect of loss on the filter (b) The maximum transmission

(solid green) and corresponding finesse F (dotted black) as a function of

mirror reflectivity R for a cavity with a round trip loss of 0.005.) . . . . .

78

F5

(a) Cavity Stability: the lighter region meets the condition (5.12]) for res-

onator stability. Various configurations are displayed at their location on

the stability plot. (b) A typical spectrum of a spherical Fabry-Perot cav-

1ty with an input that is not pertectly matched to the fundamental cavity

mode. Such a spectrum displays the decomposition of the input mode into

the basis defined by the cavity|. . . . . . . .. ... ... ... ... ...

80

F6

(a) Mode-matching to the cavity was achieved by matching the radii of cur-

vature of the Gaussian beam to the cavity mirrors. (b) In order to aid the

alignment procedure, the transverse mode structure could be monitored

on a CCD camera simultaneously with the cavity intensity transmission

on a photodiode.| . . . . ..o

.7 (a) The transmission profile of the d = 4.3 mm filter cavity over an entire

FSR. The plot was normalized to a peak transmission of 55%. Transverse

profiles of the first three peaks are shown as they appeared on the ccd

camera and are identified as the TEMq,, TEMgy; and TEMg, modes. The

inset shows a Lorentzian fit to the fundamental peak. (b) The same plot,

but on a logarithmic scale to illustrate the rejection of unwanted frequency

modes. The spectral location of the idler, pump, and signal photons is

displayed.| . . . . . . .




viil

53

(a) The calibration curve for temperature tuning the cavity resonance.

Blue dots show the frequency of the transmission peak at a given temper-

ature. The red line is a linear fit with slope -3046 MHz/°C. (b) The long

term frequency stability of our system. The transmission frequency (blue

squares) was measured over a 25 minute span. The green curve shows the

cavity transmission profile for scale, and the shaded area represents the

cavity FWHM| . . ... ... ..o oo

5.9

(a) The birefringence of the substrate led to separate peaks for s and p

polarized light. (b) The slow light effect of the cavity’s steep transmission

profile gave important timing information for the single photon experiment.| 87

.10

(a) Experimentally measured point-wise variance for the single photon ex-

periment. T'he SQL was set by blocking the input to the homodyne detec-

tor. The background was obtained by randomly triggering the acquisition

card. (b) We developed custom software to interface with the acquisition

card, allowing us to monitor the variance real-time, while aligning the

experimment. . . ... . . e

89

B.11

(a) The measured temporal profile of the photon for various cavity detun-

ings. (b) The product of a Lorentzian photon spectrum with an off centre

Lorentzian cavity profile leads to an oscillatory temporal profile.| . . . . .

90

B12

(a) The autocorrelation matrix reconstructed from an experimental run.

Here the diagonal matrix of the background thermal state has been sub-

tracted off. (b) Density plot of the auto correlation matrix. The high

degree of symmetry about the x — y axis implies a pure temporal mode.|.

93

B.13

(a) The genetic algorithm program estimating the wave function of some

experimental data. The upper panel displays the fittest genome and the

lower panel shows the marginal quadrature distribution for this temporal

mode of this genome. (b) Comparison of the different methods for infer-

ring the temporal wave-tunction ot the photon. Although the point-wise

variance 1s positive-definite, the square of the auto-correlation function

closely resembles the point-wise variance as seen in the inset.| . . . . . . .

95

F.14

(a) Fock (red) and vacuum (blue) quadratures for a given data run. Each

trace contains 10° points. (b) Marginal histograms for the data in (a).|. .

96

B.15

(a) The reconstructed Wigner function of the state produced in the exper-

iment, showing the characteristic dip at the origin. (b) The density matrix

recovered from the maximum likelithood procedure showing p;; = 0.487.

(c) Cross-section of the recovered Wigner function displaying a negative

value at the origin due to large single photon and minor three photon

components. | . ... ..o

5.16

(a) The bandwidth of the photon is inferred from the Fourier transform

of the temporal mode used to reconstruct the density matrix. The stan-

dard deviation of the mode is 36 MHz. (b) The spectral shape of the

autocorrelation mode 1s more complicated, owing to modulation terms.| .

101



61

(a) The setup for observing an arbitrary superposition of |0), |1), and

12) states. A pulsed Ti:Sa drives a LBO crystal to produce a second

harmonic pulse which in turn drives SPDC in a PPK'TP crystal. This

creates a two mode squeezed state. The trigger (idler) mode is interfered

with two coherent state pulses |a) and |3). Upon two-fold coincidence, the

signal state is collapsed to equation (6.2)). (b) A pair of states acquired

in the setup. The upper state is |¢) = % 0) + 5 |2). The lower state is:

)= (S5 —a3) 00+ 5 +32 .

62

(a) The local oscillator phase was inferred by observing the mean quadra-

ture value at a particular time. (b) The obtained density matrix corrected

6.3

for a transmission of n =0.75. . . . . . ... ... Lo

106

Basic sketch of the DLCZ idea. (a) An ensemble of 3-level atoms in A

configuration are prepared in state |g). A fixed SPCM monitors the atoms

for fluorescence. (b) An off resonant “write pulse” creates a scattered

“Stokes” photon from the ensemble, creating a single collective excitation

in state |e). (c) Some time later, a resonant “write” pulse pumps the atom

back into state |g). The scattered “anti-Stokes” photon is emitted with

high probability into the direction which satisfies phase-matching.| . . . .

109

6.4

N

Scheme for generating the state > " c,|n). There are N stages each

consisting of a low-reflection beam splitter and an incident coherent state.

'The state 1s heralded upon a click in each of the upper detectors and a

null-detection in the right-most detector.| . . . . . . ... ... ... ...

1X

112



Citations to Previously Published Work

Parts of Chapter 1 have been published as

“Matched Slow Pulses Using Double Electromagnetically Induced Transparency”,
A. MacRae, G. Campbell and A. I. Lvovsky, Optics Letters 33(22): 2659 -
2661 (2008)

and as

“Simultaneous Slow Light Pulses With Matched Group Velocities via Double-
EIT”, A. MacRae, G. Campbell, A. Ordog and A. I. Lvovsky, Proceedings of

Quantum Communication, Measurement and Computing 1110(1): 269 - 272
(2008)

Parts of Chapter 3 have been published as

“Versatile Wideband Balanced Detector for Quantum Optical Homodyne To-
mography”, R. Kumar, E. Barrios, A. MacRae, E. Cairns, E. H. Huntington

and A. I. Lvovsky, Optics Communications (2012), DOI:10.1016/j.optcom.2012.07.103
Parts of Chapter 4 have been published as

“Versatile Digital Ghz Phase Lock for External Cavity Diode Lasers”, J.
Appel, A. MacRae and A. 1. Lvovsky, Measurement Science and Technology
20(5): 055302 (2009)

Parts of Chapter 5 have been published as

“Tomography of a High-Purity Narrowband Photon From a Transient Atomic
Collective Excitation”, A. MacRae, T. Brannan, R. Achal, and A. I. Lvovsky,

Physical Review Letters 109 033601 (2012)



and

“A Monolithic Filter Cavity for Experiments in Quantum Optics”, P. Palit-
tapongarnpim, A. MacRae and A. I. Lvovsky, Review of Scientific Instru-

ments 83 066101 (2012)
Parts of Chapter 6 have been published as

“Quantum-Optical State Engineering up to the Two-Photon Level”, E. Bim-
bard, N. Jain, A. MacRae and A. I. Lvovsky, Nature Photonics 4(4): 243 -

247 (2010)



List of Acronyms

4WM: Four-Wave Mixing

AOM: Acousto-Optic Modulator

APD: Avalanche Photodiode

BBO: Beta-Barium Borate

BHD: Balanced Homodyne Detection

CCD: Charge-Coupled Device

CSE: Collective Spin Excitation

CMRR: Common mode rejection Ration

DLCZ protocol: Duan Lukin Cirac Zoller protocol
ECDL: External Cavity Diode Laser

FSR: Free Spectral Range

FWHM: Full Width at Half Maximum

GEM: Gradient Echo Memory

OHT: Optical Homodyne Tomography

(O)PLL: (Optical) Phase-Locked Loop

PPKTP: Periodically Poled Potassium Titanyl-Phosphate
SPCM: Single Photon Counting Module

SPDC: Spontaneous Parametric Down Conversion
SQL: Standard Quantum Limit

TEM mode: Transverse ElectricoMagnetic Mode
TLA: Three-Letter Acronym

TMSS: Two Mode Squeezed State

xii



Acknowledgements

Approximately 2190 days ago, having finished my undergraduate studies in physics, I was
faced with the question of what to do next. After some thought, I realized that I wasn’t
finished learning physics and that [ wanted to somehow keep going. I had heard rumours
of something called “grad school” in which one can do physics all day, and get paid to
do soﬂ. Somewhat hesitantly, I began to stumble across the internet in search of such a
school and came across the group of Dr. Alex Lvovsky. After some intense negotiation
and a rigorous series of tests, Alex decided to admit me as a masters student. Over the
next two years I learned about what it is that physicists do, tried to mimic this behaviour
myself, wound up with a thesis on “Double Electromagnetically Induced Transparency”
and thought, “well that was fun, what now?” That old feeling of not quite being done
crept back and I decided to stay on for a PhD, where I performed the work described
in what follows. Here now, finishing up this chapter in my prolonged relationship with
physics, that old feeling is back again and so now it’s off to a postdoc.

I couldn’t have even considered grad school without the support of my family and
friends. I first would like to thank my beautiful wife Sheralyn for her selfless support
of the somewhat selfish goals of a grad student. Sheralyn encouraged my every step,
provided council, wisdom, and balance in the face of my perpetual over-thinking, and
to top it off, has been an incredible mother to our son. Sheralyn, thank you for being
the solid foundation of our growing little family. Best PhD wife ever. Our son Jackson
who came onto the scene roughly at the start of my degree has been a source not only
of sleep deprivation, but also of joy and inspiration and is a constant reminder that

there is far more to life than work. The local support of Sheralyn and Jackson has been

LAs it turns out, the primary activity in grad school is the ritual consumption of dangerously high
levels of CgH19N4Os, the actual work being done in between doses.

xiil



augmented by our remote team in Victoria. The list of amazing family and friends is too
long to practically list, but being highly impractical by nature, I will attempt a partial
list anyway: Thank you Mom and Dad (one day I hope your financial investment in
this endeavour will yield a high return), Alex, Heather, Catherine and Paul, Grandmas
Margaret and Vera, Grandpas lan and Art, the HOH (Paul, Asma, Raven, Sage, Shaq
and Kele), Lorretta and Caressa, Pelter Place (Marianne, Gary, Katherine Jr. Henry
and Marilyn), everyone at Fraser Lake, Pelter Place’s Chilean regiment (Katherine and
Diego), Aunts: (Holly, Mary, Laurie, Donna, Melody, and Nhi), Uncles: (Alistair, John,
Marty, Manolo, Pat, and Peter), Jesse, Chrissy, Fleetwood, Jim, Conner, Tim, Logan,
Still, Mil, John Gordon, and the long list of other friends made along the way.

Having mentioned the external department, I now turn to the internal team. First,
thank you to my supervisor Alex who provided guidance and direction along the way.
Throughout my grad studies I have slowly transitioned from blindly following his wisdom
to a healthy skeptical distrust of his suggestions, only to find that after all, he was almost
always right. I have had amazing coworkers and mentors in the Lvovsky group. Alpha-
betically, these are Anna, An-Ning, Boris, Chris F, Chris H, Connor, Dallas, Dmitry,
Eden, Erick, Erwan, Jiirgen, Katanya, Geoff, Matt, Michael, Mirko, Nitin, Pan, Ranjeet,
Roshan, Ryan, Sun Youn, Simon, Travis. I also had the benefit at working at the very
active Institute for Quantum Information Science which allowed me to interact with the
top caliber physicists working here. Thanks Barry, Christoph, Karl-Peter, and Wolfgang
for often challenging and always beneficial conversations.

Finally, thank you to the teachers that inspired me to study physics. Without your
energy and enthusiasm, I would never have discovered the pure joy of learning how things

work.



For Sheralyn, Jackson, and our family



Chapter 1

Introduction

This thesis describes a new method of generating narrow bandwidth non-classical light.
What it means for light to be non-classical will be explained in detail in chapter 2], but for
now suffice it to say that the defining non-classical light state is that of the single photon, a
Bosonic particle representing a discrete quantum of energy. The photon has always been
a controversial [2] and fundamentally interesting state owing, among other properties,
to its ability to distribute a highly non-local quantum state over great distances. The
famous EPR paradox, of Einstein Podolsky, and Rosen [3] was reformulated [4] and
tested [5] in terms of photons. The 1956 discovery of photon anti-bunching by Hanbury
Brown and Twiss [6] initiated the concept of characterizing a state from photon statistics
and opened the field of quantum optics, although somewhat ironically, since the effect
can be fully explained classically. Single photon indistinguishability led to quantum
interference effects such as the Hong Ou Mandel dip [7] and counterfactual interaction
free measurements [8]. The concept of photon bunching led to the concept of the squeezed
states which overcome the limit placed by the Heisenberg uncertainty principle, on the
minimum fluctuations allowed for a particular quadrature. In addition, squeezed states
can exhibit non-locality in the original sense studied by EPR [9].

In the past few decades, nonclassical light has also become a subject of considerable
practical interest. The increased precision possible with squeezed states allowed the possi-
bility of increasingly sensitive atomic time standards [10] and ultra-precise interferometry
with application to gravitational wave detection [11]. Another application has come with
the advent of quantum communication and computing. It was realized that Moore’s law

describing the number of transistors which can be placed onto an integrated circuit [12]



must one day fail as the required transistor size approaches atomic dimensions. At this
scale, a quantum mechanical description of the circuit elements is required.

The concept of using the laws of quantum mechanics to enhance quantum computa-
tion dates back to Feynman who suggested it as a method of overcoming the complexity
of simulating quantum systems [13]. Modern day quantum computing processes infor-
mation using elements of a two-dimensional Hilbert-space known as qubits instead of
conventional bits. A good candidate for a qubit is the photon, encoded in one of its
degrees of freedom such as polarization or time. Optical qubits can travel over long dis-
tances without interacting with its environment. As an added bonus, it does so at the
speed of light.

While a quantum computer will not likely ever act as a substitute to a conventional
(classical) computer, it could greatly outperform a classical computer for several specific
operations such as quantum simulation, database searching, and integer factoring [14].
The last operation is of particular relevance since it would compromise standard RSA
encryption. The field of quantum communication solves the potential problem caused
by quantum computing by allowing the transfer of a cryptographic key which be shared
among two parties with unconditional security. The ability of an optical qubit to travel
quickly over long distances places non-classical light at the heart of these applications.

A fundamental difficulty plaguing optical quantum information processing lays in
storing, retrieving, and manipulating, the involved states. The ‘selling point” that the
optical qubit does not interact with other light while travelling creates a challenge, since
computing often requires the manipulation of one qubit conditioned on the state of the
other. One way around this is to engineer non-linear interactions with atoms that me-
diate the cross-talk between optical fields, which has been at the focus of much our
previous work [I5]. Since light-matter coupling generally is mediated by an electronic

transition with a finite bandwidth Av, the bandwidth of the qubit must have comparable



bandwidth and have central frequency equal to that of the atomic resonance. Typical
bandwidths range from 10 MHz for bare atoms to several GHz for solid state materials.
For classical communication, one generally wants as large a bandwidth as possible in
order to transfer maximal information. In contrast for quantum communications, the
requirement of compatibility with atoms necessitates a source with a narrow spectral
band, on the order of atomic line-widths.

Much of the early progress in generating non-classical light came from a non-linear
optical effect known as spontaneous parametric down conversion (SPDC) which efficiently
generated single photons [16], and entangled photon pairs [I7]. A drawback of this
method was that the light produced was not compatible with atomic transitions having
typical bandwidth Avgppe ~ 10°Avmom. In order to obtain light of suitable bandwidth
several approaches have been taken.

SPDC light has been spectrally filtered down to a suitable bandwidth but at the cost
of greatly reducing the number of emitted photons per unit timeﬂ [19]. From this, a
figure of merit known as the “spectral brightness” S(v) emerged quantifying the intrin-
sic narrowness of the source. S(v) is typically stated in terms of number of emissions,
per second, per MHz of bandwidth. By placing the SPDC process in an optical cavity,
non-classical light sources of very high spectral brightness have been realized [20, 21].
Employing a third-order nonlinear effect known as four-wave mixing (4WM) in optical
fibers has also resulted in a high spectral brightness source [22]. Each of the above are
examples of so called heralded sources based on correlated two-photon emission. Detec-
tion of one photon of the pair heralds the existence of the other, but the pair generation
itself is probabilistic. In contrast, on-demand photon sources, acting as a “photon pistol”
have been produced using spatially confined semi-conductor devices known as quantum

dots [23], but with relatively low spectral brightness and low collection efficiency.

IThis has been partially overcome by forming a waveguide-based SPDC system [I8]



Perhaps the most natural solution to generating quantum light which is compatible
with atoms is to use identical atoms to produce this light, which is the approach taken in
this work. Indeed the first demonstration of squeezed light (see chapter [2]) was generated
with four-wave mixing in atoms by Slusher et al[24], but this accomplishment was soon
overshadowed by SPDC which produced a higher degree of squeezing and was plagued
with much less noise [25]. More recently, the DLCZ protocol for long distance quantum
communication (see section led to the experimental demonstration of an atom-
based, on-demand photon source by the groups of J. Kimble and M. Lukin |26} 27]. This
was followed by a series of studies of this system by the group of S. Harris [28, 29]. Placing
the ensemble of atoms in a high finesse optical cavity, a photon source of unprecedented
spectral brightness was demonstrated by the Vuletic group [30]. Coming full circle since
the 1986 work of Slusher et al, the group of P. Lett demonstrated the efficient generation
of squeezed light using 4WM in atoms comparable to that of SPDC [31]. This atomic
source had the additional benefit of wide spatial bandwidth allowing for the generation
of entangled images [32].

The above photon sources inferred the purity of the generated light using photon
statistics conditioned on the arrival of the light. Such statistical methods work well if
the detected state is assumed a prior: to belong to a restricted Hilbert space, but owing
to losses and extra noise, this is often not the case [33]. For example, these methods can
determine the quality of a single photon state provided that it is produced, but do not
infer the probability of generating the state in the first place. By employing a technique
known as optical homodyne tomography (see chapter , the full density matrix of the
light state may be measured, including the probability of its generation. This has been
accomplished for SPDC sources [19] and atomic based squeezed states [34], 35] but prior
to this work, not for atom-based photon sources.

The method of homodyne tomography is especially important for characterizing more



complex quantum optical states. For example, the recent demonstration of an arbitrary
optical “qutrit” «|0) 4 3 |1) +|2) relied heavily on OHT. In this experiment, the SPDC
source was combined with auxiliary fields before detection resulting in a controllable
superposition of 0, 1, and 2 photons [36]. Verification of the successful production of the
desired state, required full knowledge of the measured density matrix which could not be
obtained by photon statistics alone.

The generation of non-classical light using atomic ensembles opens up a new pos-
sibility: the engineering of atomic superposition states. The on-demand, “photon gun
character of the DLCZ protocol mentioned earlier is perhaps slightly dishonest: in order
to shoot the photon gun, one must first load it. This loading is accomplished by proba-
bilistically creating a single collective spin excitation (CSE) - that is a single excitation
shared across the entire ensemble. After this procedure however, one can in principle pro-
duce a photon on demand, any time later] by converting the CSE into a single photon.
By performing conditional measurements during the loading procedure, a superposition
of CSEs may be created, akin to [36]. The collective state of the atomic ensemble could
then be written out optically, and measured via OHT. This new horizon has applications
in quantum metrology as well as a fundamental study of the interplay between analogous
Hilbert spaces of optical and collective atomic excitations.

This thesis is organized as follows: In chapter [2| we provide some basic definitions of
the non-classical light studied in this work and give an overview of criteria for labelling
a measured state as non-classical. In chapter [3| we describe the method of measuring
the quantum state of light employed in this work and describe an iterative algorithm for
reconstruction the density matrix from a set of experimental data. Chapter 4| describes
our experimental characterization of our source of non-classical light in terms of classical

gain, and non-classical properties such as intensity and quadrature squeezing. In chapter

2In practice, the ensemble decoheres over some characteristic time, after which the loading procedure
must be restarted.



B, we describe the production of high quality narrow-band single photons compatible
with atomic Rubidium, and introduce several new methods for inferring the temporal
waveform of the produced photons. Finally, chapter [0 presents our progress towards

manipulating arbitrary superposition states of a collective atomic ensemble.



Chapter 2

Nonclassical Light

2.1  Quantum Light

Throughout history, light has been considered to be wave-like, particle-like, and in the
past hundred years or so, both simultaneously. The wave-particle duality of quantum
objects remains a conceptual obstacle to an intuitive picture of their behaviour, but
quantum mechanics provides a sound formalism which allows us to calculate physically
relevant quantities precisely and thus in some sense forgo the need for an intuitive picture.
Quantum optics provides a quantum mechanical description of the electromagnetic field
and yields a toolkit for working with light as a quantum object.

Recall that for classical electromagnetism, we can define a spatio-temporal mode
u(x,t) which provides a complete description of the field. A simple example of such a

ikx=wt) ©Nore complex modes can

mode is a plane wave of some polarizatio u(x,t) =e
be written as a sum of these plane wave modes using the Fourier transform. The quantum
state of a single modeﬂ of the electromagnetic field is mathematically equivalent to that

of the quantum simple harmonic oscillator (QSHO) and we can associate an annihilation

operator a with a given mode having Hamiltonian:
X o1
H=hw(ada+ 5) (2.1)

We can thus identify well-known states of the QSHO from elementary quantum theory

LA plane wave however, is unphysical in that a monochromatic beam implies an infinite temporal
width via the Fourier transform and infinite transverse extent since diffraction increases with decreasing
beam width (see appendix [C]). Experimentally, a laser beam propagating within its Rayleigh range is a
good approximation of a plane wave.

2A state is said to be single mode with respect to a given mode decomposition if all modes but one
in this decomposition are described by the vacuum state [37] (see sections and .



and explore the optical realization of these states.

2.2 Quantum States of Light

2.2.1 Quadrature States

Although the creation and annihilation operators are of fundamental importance to the
theory of quantum optics, they are not Hermitian and therefore not physically observable

quantities. We can however, use them to form the Hermitian quadrature operators:

5 al +a
X = 2.2
7 (2.2)

J

(2.3)

which represent the physically observable quadratures of the quantum field. The eigen-
states of the quadrature operator are in turn defined such that: X |[X) = X [X),
P|P) = P|P).

Rewriting the basic Hamiltonian ({2.1]) in terms of the quadrature operators leads to

the expression:
~ 1 ~ ~
i = She <X2 n P2> . (2.4)

From the canonical commutation relation

la,a] =1 (2.5)

we find [X , 15] = i and thus X and P exhibit the uncertainty relation:

3Technically, these quadrature states are not normalizable and belong to the so-called rigged Hilbert
space [38] but are included here owing to their mathematical convenience. For example, they form the
quadrature wave-functions t(z) = (X|¢) which are physically measurable and are of high relevance to
this work.



(AX%)(APF) = (2.6)

o |

Any state for which equality holds in the above relation is known as a minimum uncer-

tainty state.

2.2.2 Fock States

We define the number operator as

a'a (2.7)

n

which represents a physical observable corresponding to the number of excitations of the
field. The eigenstates of the number operator are known as Fock states |n) defined for

n > 0. The Fock states form an orthonormal basis

(m|n) = dmn (2.8)

and form the canonical basis for representing arbitrary quantum optical states in this
work. The creation and annihilation operators acting on Fock states add and remove an

excitation from the field respectively via:

a'ln) = Vn+1ln+1) (2.9)
aln) = Vnln—1)...n>0

= 0...n<0

From the Hamiltonian (2.1) we see that each excitation has energy hw and the vacuum

state of the field |0) has non-zero energy fiw/2.
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The quadrature expectation value for any Fock state is identically zenﬂ and the

variance is thenP|

(AX?) = (AP?) = (n|n+1/2|n) =n+ % (2.10)

Note that the Fock states obey the Heisenberg uncertainty relation, with equality holding
only for the vacuum state |0).
In the following sections it will be useful to express the wave-function of a Fock state

in a particular basis. In the quadrature basis they are [39):

x2

(&

where H,(X) is the Hermite polynomial of order n.

n(X) = (X[n) = H,(X) (2.11)

2.2.3 Coherent States

Classically, we expect that the mean quadratures of a harmonic oscillator evolve in time
asﬁ<f((t)> — X (0) cos(wt) + P(0) sin(wt) and similarly for <P(t)> Fock states certainly
do not fit this description since the mean quadrature vanishes at all times. We then
seek a pseudo-classical quantum optical state which behaves like a harmonic oscillator
in the classical limit. Such a state was discovered by Schrédinger [40], fully described in
terms of quantum optics by Glauber [41], and is known as a coherent state. Formally, a

coherent state is defined as an eigenstate of the annihilation operator:

ala) = ala) (2.12)
where « is a complex number describing the amplitude and phase of the state. The

coherent state has several important properties which are of relevance to this work.

Ynlataln)=vnnn -1+ /(n+1)(njn+1)=0
5Using (d + &T)Q =a%+ (a")? + (aat +afa) =a® + (a")2 £ (2n + 1).
SWhere, for example X is the rescaled position mwa and P is the classical momentum p.
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First, in contrast to the Fock states, coherent states do not contain a definite photon

number, We can express a coherent state in the Fock basis as

(2.13)

from which we see the photon number probablhty follows a Poissonian distribution. The

mean photon number of a coherent state is:

(n), = (¢ &T&|a> = a’a{ala) = \a\2 (2.14)

and the photon number variance isﬂ

(An?) = |af?. (2.15)

Note that the relative uncertainty in photon number decreases monotonically as the mean
photon number increases: (An) /(n) = 1/4/(n) which one expects for a classical beam
which has a does not experience intrinsic intensity fluctuations. Finally, coherent states

are minimum uncertainty states satisfying equality in equation 2.6}

A 1
AX?) = 2.16
< oy 2 ( )
meaning that the coherent states can be seen as a vacuum state which has been displaced

in phase space. To this end, one can write a coherent state in terms of the displacement

operator as |a) = D(a) |0), where:

A

D (a) = exp (aa' — a*a). (2.17)

D(a) has the following properties [39):

T(2) — (n)? = (ataata) — (ata)” = (atataa + afa) — (ata)” = |af* + af* = |of* = |af?
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D)™ = D(-a) (2.18)

Coherent states are of high experimental relevance since a standard laser operating
above threshold produces a state which is in close approximation, a coherent state. This
statement, although widely regarded as fact is still a subject of debate. Poissonian photon
number distribution was verified experimentally shortly after the discovery of the laser
[42]. In this experiment, photon statistics of a laser source operated well below, near, and
well above threshold were observed to make a transition from a thermal to a Poissonian
distribution. However this determines only the diagonal terms of the density matrix of
the emitted state of light. The off-diagonal coherence terms turn out to be more subtle
and objections have been raised [43] as to whether a laser in fact, produces a statistical
mixture of photons or equivalently, a phase randomized coherent state:

) |O[|2n
oozl

h— / o) {a] 6 = n) {n]. (2.19)

However, apart from particular cases involving non locality [44] the experimental results
do not seem to differ whether equation or is used since most experiments
do not require a particular coherent state with a particular global phase but rather any
coherent state. Having thus absolved my conscience of this subtlety, we assume for the
remainder of this thesis that a source of coherent states is provided from the lasers in

the experiment.

2.2.4 Thermal State

As opposed to the coherent state which is generated from a coherent source and thus

an(a*)m

—, light from a thermal source such as a heated

. 2
contains coherences p,,, = e | —
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filament is incoherent and is represented by a statistical mixture of photons. Such a

state, known as a thermal state is given by [45]:

p= éi (5) (2:20)

where G = n + 1, n being the mean photon number of the field. The photon number

variance of the thermal state is (An?) = n? +n and the quadrature variance is (AX?) =

n+1/2f

2.2.5 Squeezed State

So far two minimum uncertainty states - namely the vacuum state |0) and the coherent
state |a) both satisfy <AX2> = <Ap2> = 1/2. However it is only the product of these
two values which are bound by inequality - we could have a state with <AX' 2> <1/2
as long as <AP2> is increased accordingly. Any state which for some quadrature Q
satisfies <AQ2> < 1/2 is known as a squeezed state.

In terms of photon number, a squeezed state consists of pairs of correlated photons.
Sources of squeezed states thus involve processes which emits photons in pairs but have
suppressed single photon emission. Each photon in a pair can exist in the same spatio-

temporal mode, producing a single-mode squeezed state or in different modes, yielding a

two-mode squeezed state (TMSS), described by the operator:

Sun(C) = exp [c (&B _ a*iﬂ)] . (2.21)
The TMSS is of particular relevance, not only to this work, but also to fundamental
physics since non-local correlations between quadratures may be quickly separated by

great distances. In the limit ( — oo, the TMSS becomes the EPR state described by

the original paper by Einstein, Podolsky, and Rosen which challenged the validity of the

8Derivation of these properties is found in Appendix
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quantum mechanical description of reality [3]. The non-local character of the quadrature

correlations inspires the definition of the so-called joint quadrature operators:

X X, + X,

X, = Ze=R 2.22
+ 7 (2.22)
. D 4 P
py = =0 (2.23)

where X, = (al + @)/v/2 is the operator describing the quadrature in mode @ etc. The
squeezing operator transform the creation and annihilation operators according to

the Bogoliubov transformationﬂ

StaS = acosh(¢) — b sinh(¢) (2.24)
5SS = beosh(¢) — af sinh(¢)
STXiS = Xi«EIC

STPLS = Poe*c. (2.25)

A special case of a TMSS state is the so called (two-mode) squeezed vacuum: |¢) , =

Sa(€) [0), |0), which in the Fock basis, equates to [46]:

[e.e]

¥l = 32 oGy el (2.26)

2.3 The Wigner Function

Given a quantum optical state |1) described in the last section, one would like to visualize
and characterize its properties. Classically, we can characterize a state of a system by its

phase space trajectory. Furthermore, given an ensemble of similarly prepared objects, we

9See appendix |A|for derivation of these properties.
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can define the classical phase space density function W.(X, P) which describes the proba-
bility of finding the particle in the region R of phase space via Pr = [[, W.(X, P)dXdP.
Having the interpretation of probability, the phase space density function is necessarily
real and non-negative. Experimentally, we can measure a coordinate of phase space,
say position X repeatedly and observe the statistical distribution of results. For large
enough measurement sets, we build up the marginal distribution Pr(X) corresponding
to the measured coordinate. We can relate the probability density to the marginal dis-

tribution through the relation:

Pr(X) = /OO W.(X, P)dP (2.27)

Pr(P) — / T WX, P)aX.

—o0
Note that equation also serves to relate the marginal distributions for different
coordinates.

In quantum mechanics, we are forbidden to define such a phase space picture since
position and momentum are not simultaneous observables and follow the uncertainty
relation (2.6). We can however, given an ensemble of identically prepared quantum
states, make a series of measurements of a particular coordinate which could be X, P,

or in general, a linear combination of the two:

Xo=Xcos0+ Psing = (a'e’ + ae ) /v2. (2.28)

From these measurements we obtain the marginal distribution for each angle in phase
space. Analogous to the classical case, a function exists which relates the marginal
probability distributions of different coordinates as in (2.27)).This function, known as the

Wigner function [47], is defined as:
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[, Q.
vk [ o (x-9)s

7T—OO

X + §> Q. (2.29)

The Wigner function shares many similarities with the classical probability density
function. The marginal probability distribution for a given coordinate Xy can be obtained

via the Radon Transform:

Pr(Xy) = /00 W(Xcos(0) — Psin(f), Psin(f) + X cos())dX. (2.30)

which is a generalization of . As in the classical case, the Wigner function is real
and normalized: ffooo W(X, P)dXdP = 1. By definition it is linear with respect to the
density matrix so the Wigner function of a statistical mixture of states is represented as
the sum of the Wigner functions of the constituent pure states. The Wigner function
uniquely defines a quantum optical state, and the density matrix elements in a given

basis may be obtained via [39]:

(n| p|m) = 27 / Wiy (X, P)Wm(X, P)AXdP (2.31)

In contrast to the classical probability density function, the Wigner function may take
on negative values and thus cannot be interpreted as a probability. Owing to equation
however, each negative dip must be surrounded by a positive hill so that the
resultant marginal distribution is necessarily non-negative.

Given a quantum state 1 written in the Fock basis: p =" pms, |m) (n| the Wigner

function may by calculated by combining equations (2.11)) and (2.29)) as

WP(X’ P) = Z%/ 6iPQ¢Zz(X - %)¢n(X + %)dQ

1 0o €X2+z‘PQ+%2 Q Q
= H, (X — = )H, (X + =)dQ. (2.32
; 25/ /—oo V2rtmplmln ( 2 V(X 2) Q. (2:32)
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which may be quickly calculated analytically using a symbolic computing program (or
tediously by hand if preferred). Wigner functions corresponding a number of quantum-
optical states are shown in figure :

Although we primarily consider the Wigner function in this work, there are sev-
eral commonly used quasi-probability distributions in quantum optics. The Glauber-
Sudarshan P function [41], 48] is defined as the deconvolution of the Wigner function

with the Wigner function of a vacuum state:

W,(X, P) = / / By(X', PYWigyo (X — X', P — P')dX'dP". (2.33)

The P function can also be described as the function which diagonalizes the density
matrix in the basis of coherent states. This property can be summarized by the optical

equivalence theorenﬂ:

p= //oo P(X,P)|a) (o] dXdP. (2.34)

The P function usually exists in highly singular form. From equation ([2.33)) it is apparent

that the P function of a coherent state is a delta function Py = 0°(«) and for many

other states P is even more pathological. As a result, there is no convenient way to

reconstruct the P function from experimental data, and experimentalists tend to prefer
the Wigner function representation.

Another distribution - the Husimi @ function is defined as the convolution of the

Wigner function with the Wigner function of a vacuum state:

Q(X, P) = //OO W (X', PYWoyo (X — X', P — P')dX'dP'. (2.35)

10The are several distinct but equivalent forms of this theorem, the stated version may be found in
[39] and others may be found in, ex. [49].
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4 4

Figure 2.1: Wigner functions of various states discussed in sec. (a) Vacuum state
0). (b) Coherent state |o) with ov = 3¢7/6. (¢) Squeezed state S(¢)|0) with ¢ = 2. (d)
Thermal State with n = 2. (e) Single photon Fock state |1). (f) Arbitrary Superposition
state 1) = (1]0) 4+ 2]1) +32) +43)) /v/30. Insets for each plot are the corresponding
density plot.
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Unlike the Wigner function, the @) function is non-negative and in fact may be interpreted
directly as a probability distributionm The @ function of a state is identical to the
Wigner function of the same state that has undergone a 50% loss up to a scaling of the

coordinates.

2.4  Quantum Optical Modes

Thus far we have restricted the analysis to a single spatio-temporal moddﬂ. In general,
full information of a quantum optical state may occupy several eigenstates of a chosen
basis and are thus considered multimode. For the purpose of this work, light can be
multimode in either spatial or temporal degrees of freedom[50]. Spatially multimode
light requires more than one orthogonal transverse basis state for a full description. For
example, laser light produced in a spherical optical cavity is bound by the orthonormal
cavity eigen-modes TEM,,,, (see chapter . Often, lasing can occur within several
TEM modes producing spatially multimode light.

Continuous wave optical states such as a narrowband coherent state can be well
described by a single temporal mode. We can represent this mode by the creation operator
for the instant of time ¢: a(¢). In a similar fashion we can isolate a particular frequency
sideband of the steady state field a(w). The support of the state in frequency space is
described by its spectral power density S(v). In contrast to the steady state situation, a
heralded quantum state is formed by partial measurement defining an instant of time ¢ at
which the state is transformed. Clearly here, the single temporal mode is inappropriate.

For such states, the temporal mode is defined by its temporal coherence function

I(r) = {a'(t)a(t+ 7)) (2.36)

HSee for example chapter 6 in [39]
12With the exception of the two-mode squeezed state, for which this medication was straightforward.
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which is distributed over some envelope 1 (t). From this weighting function, we can write

a pure temporal state corresponding to ¥ () in terms of instantaneous modes as

ay = / W(t)a(t)dt. (2.37)
Temporal and frequency modes are related through the Wiener-Khintchine theorem

which states that the spectral power density is the Fourier transform of the temporal

coherence function (|2.36)):

S(v) = /_ D)2 dr, (2.38)

o0

2.5 Quantum Light vs. Nonclassical Light, Nonclassicality Criteria

Quantum optics deals with a quantum mechanical treatment of the electromagnetic field.
In this sense, all states of light in this formalism are quantum states of light but we wish
to distinguish states that have a classical analogue and those that do not. To paraphrase
Sir Peter Knight [51], who was, in turn, paraphrasing George Orwell [52], “all states are
quantum, but some are more quantum than others.” As we have seen, the coherent state
has the properties one would expect from a classical oscillator and it makes sense that
we would classify this as a classical state. In fact, it is the classical state of light in terms

of the following definition:

Definition. A quantum optical state is said to be classical is it can be expressed as a

statistical mizture of coherent states. A state is non-classical if it cannot.
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2.5.1 Negativity of P function

From the optical equivalence theorem ([2.34)), it is apparent that an equivalent definition
for classicality is a positive definite P function¥] since P(a) then acts as a weighting
function for a given coherent state o. Indeed this has been shown more rigorously by
Hillery [53] for the case of pure states. As mentioned, P functions are not conveniently
inferred from experimental data, and so a number of non-classicality criteria exist which

provide sufficient, but not necessary conditions on non-classicality:

2.5.2 The Squeezing Criteria

For the coherent state, (AX72) = 1/2 for all § such that is satisfied. Squeezed states,
while still subject to inequality (2.6)), have (AXZ) < 1/2 for some 6. This leads to the
following criterion: Any state for which there exist a phase-space coordinate Xy satisfying
(AX?) < 1/2is non-classical under the squeezing criterion. For a pure squeezed state this
follows from the definition of the P-function: Since the Fourier transform of a convolution

of functions is the product of the Fourier transforms of the respective functions, equation
(2.33) gives:

F Wiy 0/(X; P))
F(Ws()(X, P))

2

F(Ps) (X, P)) = (2.39)

The Fourier transform of a Gaussian of variance o2 is a Gaussian of variance 1/ (2r0?),
and since both the squeezed state and vacuum state have Gaussian Wigner functions,
F(Ps(¢)) must diverge along the (Fourier-transformed) squeezed quadrature and hence is
more singular than a delta functionE. In general since any classical state is a statistical
mixture of coherent states each having quadrature variance (AX}7) = 1/2, the sum of all

states must have variance (AX7) > 1/2, with equality holding only in the case that each

state is identical, i.e. a coherent state. Finally, note that the squeezing criterion does

BFor the purposes of this thesis, a delta function is considered to be positive definite.
14The Fourier transform of a simple delta function is a complex phase e**%o
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not require a minimum uncertainty state, but only that for at least one quadrature the

variance is less than that of a coherent state.

2.5.3 The Intensity Squeezing Criteria

The definition of classicality in terms of coherent states also sets a limit on the level of
photon number fluctuations, or equivalently intensity fluctuations, for a classical state.
Recall that according to equations and , a coherent state follows Poissonian
statistics: (An?) = (n). A state with (An?) < (n) follows sub-Poissonian photon number
statistics and is said to be non-classical according to the intensity squeezing criterion.
In terms of experimentally measurable quantities, the intensity squeezing criterion states
that any state for which the photon number fluctuations are lower than that of a coherent
state of the same intensity is intensity squeezed. The reason that intensity squeezing is
considered to be a non-classical effect can be seen by noting that we can write (An?) =
(n) + <<dT2d2> — <€LT€L>2>. The rightmost term can be re-expressed in terms of the P

function as [ P(a) [|al? — <d7&>]2 d*a [51] so that:

(Ar?) — (n) = / P(a) [Jaf? - (ala)]* da. (2.40)

Clearly then, (An?) < (n) implies that P(«) must take on negative values in at least some

regions of phase space and the intensity squeezed state is thus by definition, non-classical.

2.5.4 Negativity of Wigner Function

The Wigner function of a coherent state ’a = %> is a displaced Gaussian centred at

(X, P). Furthermore, the linearity of the Wigner function implies that for any classical
state p = Y cp|an) (o] has a Wigner function which is the sum of Gaussians and is
necessarily positive definite. If the Wigner function of a state takes on a negative value at

any point (X, P) then that state is non-classical. As an example, the single photon Fock
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state is highly negative at the origin W1y(;)(0,0) = —%. Not all nonclassical states have
negative Wigner functions however. For example the squeezed vacuum Wigner function

is Gaussian, yet non-classical by the squeezing criterion.

2.5.5 Anti-Bunching Criteria

The intensity squeezing criterion classifies a state as non-classical based on sub-Poissonian
statistics. Other non classicality criteria may be formulated in terms of photon counting
statistics. This is especially relevant in experimental quantum optics at the few photon
level where single photon counting modules are frequently employedm. The first is based

on the second order correlation function:

(2.41)

which gives the probability of finding a second photon at a fixed delay 7 from an initial
photon at time ¢. Here, af(t) describes the annihilation operator in the mode correspond-
ing to time ¢, as described in section . If ¢?(7) is at a maximum at 7 = 0 then we
have photon bunching (i.e. decreasing probability of finding a photon at later times)
whereas a minimum ¢®(0) implies photon anti-bunching. Anti-bunching is closely re-
lated to sub-Poissonian statistics described in section but the two criteria are not
equivalent [54].
For a coherent state
@) (aldfa’aale)  a*araa

0) = = = 1. 2.42
) (o] afale)?  (aa)’ (242

9

which set the classical limit: Any state for which ¢®(0) < 1 is said to be non-classical
by the anti-bunching criterion. As an example, a Fock state |n) has ¢ (0) = 1 —1/n

whereas for a thermal state, g2 (0) = 2.

15See chapter
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An equivalent anti-bunching criterion is a negative Mandel Q parameter:

0=t o2

To see the equivalence of the above criteria, note that we can re-write (2.41)) at zero time

delay in terms of photon number as:

at(aat — 1a A2y — (h n?) — (A) + (n)?
g(z)(0>:< (<am>21) >:< zﬁ>2< ) _ (An%) <7§>2>+< ) :%H' (2.44)

Clearly then, ¢®(0) < 1 if and only if Q@ < 0. From the definition (2.43) it is evident

that for sub-Poissonian light, @) < 0, for a coherent state () = 0, and for super-Poissonian

light, @ > 0.

2.5.6 Criteria for Specific Density Matrix Elements

Suppose that we are given a density matrix of an unknown quantum state and we wish
to know whether or not it is non—classicam First, the probability of finding a specific
number of photons n in a coherent state is non-zero (Pr, = |[(n]a)|* = e*‘O‘F%). A
statistical mixture of coherent states thus has Pr, > 0. Any state p having a vanishing
diagonal element p,,, = 0 is non—classicalm. Consequentially, any non-vacuum state with
a finite Fock state decomposition is non-classical.

We can also look at particular density matrix elements. For a coherent state, equation

2.13) gives pyy = e [a)? = 7e™™ where 7 = |a|>. Note then Loy =(1-n)e"=0

when n = 1, i.e. the highest possible single photon component of a coherent state occurs

with a coherent state of mean photon number 1 for which p;; = e™! ~ 0.37. For a

1

statistical mixture, p = > _ CaPas P11 = D, CaPon < max|pii] Y, ca = € . Therefore,

any state with p;; > e! is non-classical.

16This is of particular relevance to this work since we extract the density matrix of a quantum optical
field from data acquired using optical homodyne detection
1TThe trivial exception being the vacuum state
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Chapter 3

Detecting Nonclassical Light: Quantum State Tomography

3.1 Quantum State Detection

3.1.1 Intensity Detection

The simplest way to detect light is by use of a detector which measures photon flux,
that is, the number of photons per second incident on the detector’s active area. Such
a device, known as a photodiode, accomplishes this by converting each incident photon
into an electron with probability n, known as the quantum efficiency. In the near infra-
red band, commercial Silicon PIN photo-diodes have n > 90% with specialized models
reaching 99.8% [55]. Since even a small optical power corresponds to a large photon ﬂuxEL
a beam of light on a photodetector is measured as a current which may be amplified and
measured on an oscilloscope.

The signal from the photodiode is linear only over a small range of input powers,
after which saturation causes a reduced response. This linear photo-current is typically
weak and furthermore, depends on the impedance of the output load. To circumvent
these limitations, a layer of electronics is typically placed between the photodetector
and the measurement device. To extend the linear range and to decrease the response
time of the diode, a reverse bias voltage is placed across the junction [56]. In order to
provide isolation between the photodiode and the measurement device, and to produce a

measurable signal level, an amplification stage consisting of a transimpedance ampliﬁerﬂ

LAt A = 795nm, each photon has an energy of he/A = 1.56 eV = 2.50 x 10719]J. The conversion factor
is then 4 x 10'8photons/second per Watt. The smallest signal detectable by a photo-diode (1 nW or so)
still corresponds to about one billion photons per second.

2An inverting op-amp with no input resistance is said to be in transimpedance configuration. In this
case, the amplifier acts as a current to voltage converter with gain measured in Ohms.
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followed by several op-amps is employed. This stage limits the bandwidth to some cut-off
frequency f. avoiding electronic nonlinearities [57], and sets the gain to be constant for
all frequencies less than f..

In this work, as in many experiments in quantum optics, we were primarily interested
in the “noise” of the detected light. What is meant by noise in this context is a fluctuation
in some property the light which is quantified by the variance of this property at a
given frequency. As mentioned in section [2.5.3] a coherent state exhibits fundamental
uncertainty in the number of photons in the field at a given time. When measured on
a photodiode, this noise is converted to an electronic signal known as shot noise. Of
course, the light could contain additional sources of noise due to amplitude or phase
modulation of the source. This noise is typically known as technical, or classical noise.
The electronics which amplify the photo-current also invariably add some noise to the
signal, and it is important to distinguish between shot noise and the technical noise due
to the equipment.

The shot, electronic, and technical noise can be measured using two identically con-
structed photodetectors as depicted in figure 3.1} A beam is split on a 50 : 50 beam-
splitter and sent to each detector, where the variance of the sum and difference of the
outputs is monitored on a spectrum analyzer. When the light is blocked, the base level
of noise gives the electronic noise floor. When the beam is unblocked, the difference port
subtracts away all technical noise due to signal modulation and all that is left is the shot
noise and electronic noise. Since the electronic and shot noise are uncorrelated, they add
in quadrature so that the displayed clearance above electronic noise is the shot noise of
the beam. Finally, the sum port is equivalent to directly measuring the signal with a
single detector and the clearance above the difference signal gives the technical noise on
the beam. A beam for which the sum and difference powers are equal is said to be shot

noise limited.
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Figure 3.1: Experimental setup to determine the electronic (black), shot (green), and
technical plus shot (red) noise components of a signal.

Given a single detector, it is also possible to tell whether or not the beam is shot noise
limited based on the scaling of the measured noise with frequency. Recall that for the
coherent state, (An?) = \Oz|2, i.e, the variance scales linearly with intensity. In contrast,
technical noise is proportional to the electric field amplitude and thus scales quadratically
with the electric field. The quadratic component of the scaling of the variance at a given

frequency with power therefore determines the amount of technical noise on the beam.

3.1.2 Photon Counting

In order to measure signals below the resolution of the standard photodiode a modifica-
tion of the above photodiode known as an avalanche photodiode (APD) may be used. In
addition to the photosensitive surface region of a photodiode, an APD has a multiplica-
tion region in which a strong electric field increases the kinetic energy of the photoelectron
to the extent that it will create further electron-hole pairs as it collides with other atoms.
The APD is thus a specialized photodetector with an internal gain mechanism controlled
by a strong reverse bias. If the reverse bias is placed above the breakdown voltage of the
diode, the APD is said to be in “Geiger mode” in which a single photo-electron in the

multiplication region will create a self sustaining avalanche. A Geiger mode APD thus
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serves as a single photon detector. After an avalanche has started, the current must be
quenched so that the detector can respond to the next photon. This is accomplished by
reducing the voltage below Vj,;,s for a period At known as the dead-time. During the
dead time, the APD no longer responds to incident photons.

Often, the Geiger-mode APD and the quenching circuitry is placed together forming
a single photon counting module (SPCM) which outputs a logical pulse for each photon
event. SPCMs can identify individual photon events with a temporal resolution of a few
hundred ps and are ideal for heralding the presence of a partner photon in a biphoton
pair. Unfortunately, there are two major limitations of SPCMs: First, the quantum
efficiencyf)] is much less than for a Si photodiode, typically less than 50%. Second, the
dead-time places a limitation on the maximum photon flux measurable and there is
always a probability of losing information during this time. Finally, SPCMs are not
number resolving as the 'S’ in the acronym implies. Instead, they detect the presence
of at least one photon but can not distinguish between 1, 2, or 10 simultaneous photon

events.

3.1.3 Quadrature Detection: The Homodyne Detector

Intensity and SPCM measurements described above give information about photon num-
ber distributions. In the Fock basis, these measurements determine only the diagonal
elements but can not distinguish between the state |¢)) = «|0) + 1) and the mixture
p=a’10)(0] + |87 |1)(1]. The difference between the two cases lays in the coherence
which describes a fixed phase relation between the two states. Since the phase of a typical
optical mode oscillates at several hundred THz, we have no hope of measuring the field
oscillations directly but rather measure the time averaged field squared, which erases

phase information.

3Strictly speaking, the quantum efficiency of the diode in the SPCM is as high as mentioned earlier,
but the electronic layer leads to a photon detection probability of 50% or lower.
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piezo-electric

0 «— transducer

Figure 3.2: Basic configuration for homodyne detection. The state ajy) is mixed on a 50:50
beam-splitter and each port is monitored by a photodiode. The resultant photocurrent is
subtracted producing a signal proportional to the quadrature of [i). The piezo-electric
transducer attached to the mirror scans the optical phase of the local oscillator.

A clever technique to directly measure the quadratures of a quantum state exists
and is known as balanced homodyne detection (BHD). In BHD, a strong classical field
is overlapped with the weak quantum state in question on a symmetric beam splitter
(figure [3.2]). Each output port is aligned incident on a linear photodiode to produce a
photocurrent. The photocurrent from each arm of the beamsplitter is then subtracted
and the difference in the photocurrent gives a signal that is proportional to the quadrature
of the input state. The strong classical field, known as the local oscillator is assumed
to be phase stable with the quantum state. We assume a coherent state |a) = ||o| ™)
for which the phase can be experimentally set by introducing a small delay via a mirror
attached to a piezo-electric transducer.

That the BHD measures the quadrature of the quantum state can be seen as follows:
first note that as described in the last section, the photocurrent from each detector
gn(t).

The beamsplitter transforms the input fields as a2 — 2712 (4, & ay) . Since the local

gives a signal which is proportional to the photon flux of the incident field ()
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oscillator is bright (|a] > 1) we neglect its fluctuations and describe it solely by its
amplitude so that a9 — 2772 (@ & «). The number of photons in each channel is thus
N = CALJ{(Q)CALMQ) = % (ﬁl + iy F |af (e + &Tew)). Identifying the right-most term as

the phase dependent quadrature, the difference in photocurrent iyp = 15 — 2; becomes:

inp(t) = vas(t). (3.1)

where v = v2]a| g.

Here we see the essential features of BHD. First, the classical noise is completely
cancelled out so that technical noise does not pollute the measurement. Second, the
local oscillator amplifies the phase of the quantum state to a measurable level so that
extremely weak signals ((n) < 1) can be detected. Third, the high quantum efficiency
of Si photodiodes allow for low-loss detection of the quantum state. Although the above
calculation was on the “hand-wavy” side, more sophisticated treatments yield the same
result [58].

There are several experimental caveats that must be made in stating equation (3.1)).
First, the inefficiency of real photodiodes must be taken into account. Second it may
not be possible to perfectly match the spatio-temporal mode of the local oscillator to
the quantum state in question. The degree of “mode-mismatch” can be quantified by
the visibility ¥V which is measured by interference contrasﬁ. Each of these degrading
effects may be modelled as a beam splitter of transmissivity 7" with vacuum applied
to the perpendicular port. For detectors with quantum efficiency n, T" = n [39], for
mode-mismatch, T = V? [45].

Equation (3.1)) describes an instantaneous measurement of the quadrature correspond-

4If two states of equal intensity Iy occupy the same mode and the relative phase between the two
is scanned, the resultant intensity will periodically vary from I, = 0 to Lye. = 4I2. If they do not
occupy the same mode, the amplitude of intensity modulation will be reduced and perfect cancellation

will no longer be present, i.e. I,,,;;, > 0. This can be quantified by the visibility V = %
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ing to an instantaneous temporal mode described in section [2.4, To reconstruct the

quadrature of a temporal mode described by ¢(t), we define the quadrature akin to

equation (2.37)) as

Q= [ it 32
From equation we can then obtain a quadrature value from integrating the pho-
tocurrent by the temporal mode function.

In reality, the relation between the homodyne current is complicated by the presence
of electronic noise and limited bandwidth of the detector. The electronic noise current
i.(t) has some variance <AQ§> which adds in quadrature to the photocurrent. The
bandwidth is limited by the response function of the detector r(t) in that faster signals
become averaged out from the detectors inability to follow the changes. Ideally r(¢) is a
Dirac delta function but in reality, has some width. The maximum measurable frequency
scales as the inverse of this width through the Fourier relation. What is measured on a real

detector is then the convolution of the detectors response function with the photocurrent

plus the electronic noise.

i) = / r(t—¢)3()dt + i (t) (3.3)

If we measure the temporal mode 1 (t), we find

Omens / i) (3.4)

= 7/ 7 cj(t’)w(t)r(t—t’)dtdt’+/ ie(t)ep(t)dt
— v [ e+ Q.

where ¢/(t') = [72_4(t)r(t — ¢')dt and Q. = s ie(t)h(t)dt. From this, we see that if

we choose a temporal mode ¢(t) such that ¢/(t) = ¢(t), we can completely correct for
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the degrading effects of limited bandwidth. This deconvolution is difficult to perform
accurately for arbitrary response functions. However, if our detector bandwidth is much
larger than the inverse time scale of the quantum state’s temporal mode, r(t) approxi-
mates a delta function and does not significantly alter the measured state. The efficiency
of reconstructing the state with true temporal mode 1 (t), in some mode ¢(t) is given by

[59]:

L= = | [ 0t 35)
where N = [ ¢/ (t)|* dt. Figure ) displays my, for a quantum state of Gaussian
temporal shape ¥(t) = 67<%)2, in this mode (¢(t) = ¥(t)) as a function of detector
bandwidth. We see that in order to faithfully reconstruct the quantum state, we need
a bandwidth at least the same order of magnitude as the inverse temporal width of the
signal.

Electronic noise also reduces the effective measurement efficiency of the reconstructed

state. With signal and electronic noise variance <A@2> and <AQ3> respectively this

quantified as

(AQZ)
(AQ?)

Experimentally we can view the electronic and photocurrent at all frequencies by

1—n. = (3.6)

monitoring the homodyne output on a spectrum analyzer. To the extent that the spec-

trum of the detector is constant over the bandwidth of the detector, we can write equation

(3.6) as (see appendix [E.1|) as:

Se (1)
S (vo)

where 14 is within the bandwidth of the detector.ﬂ The quantity on the right hand side

1- Ne = (37)

5Tf the electronic noise is not constant, equation 1) provides an lower bound on the efficiency.
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Figure 3.3: (a) The detection efficiency of a wide-band state with a limited bandwidth
detector. In order to accurately measure a signal, the response of the detector should
be at least as fast as the inverse signal bandwidth. (b) The spectrum of the homodyne
detector used in the single photon experiments of chapters 4 and 5. The clearance ranges
from 10 dB to 18dB over the 100 MHz bandwidth. The peaks around 100 MHz correspond
to classical noise peaks which were not fully suppressed by the detectors common mode
rejection ration (CMRR).

is known as the clearance. The clearance increases as the square root of local oscillator
pOWGIH and so the degrading effects electronic noise become less significant with increasing
local oscillator strength. However, the saturation intensity of the photodiodes puts an
upper bound on the maximum obtainable clearance. In practice, the local oscillator
intensity is set just below saturationm

From equation we see that the degradation of the precision of a real homodyne
detector is simply the inverse shot to electronic noise ratio, and as such special care needs
to be taken to minimize electronic noise in the circuit. The additional requirement of
high bandwidth is often incompatible with low electronic noise so homodyne detector

design is a careful balance of bandwidth and low-noise amplification [59)].

6Note that in the parlance of the last section, we are simply measuring the shot noise.

7Of course, saturated or not saturated isn’t a binary question, but we can place a limit on the
acceptable degree of nonlinearity. The data sheet for the particular photo-diode will state the saturation
intensity for which the deviation from linearity is below a stated value.
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Figure (3.3p) shows the performance of the detector used in the experiments described
in chapters 4 and 5. The detector has a 3 dB bandwidth of approximately 100 MHz with
a flat response over this range. In this trace a 12 mW local oscillator was split at a
polarizing beam splitter yielding a clearance ranging from 10 dB to 18 dB over the
spectral support of the detector. From equation this corresponds to an efficiency
1. of 0.90 to 0.98.

3.2 Tterative Maximum Likelihood Estimation of Quantum States

Homodyne detection gives us the marginal distribution Pr(gy) corresponding to any phase
angle #. From this set of projections, we then need to faithfully reconstruct the original
state that produced them. Historically, this was accomplished by tomographic reconstruc-
tion akin to medical computed tomography (CT) scanning where a three-dimensional
object is reconstructed from a set of two-dimensional projections [60].

In optical homodyne tomography we are given a set of marginal quadrature distribu-
tions, and aim to invert the Radon Transform to extract the Wigner function [61].
From the Wigner function, the density matrix in any basis is directly computed from the
Fourier relation . A drawback to this method is that numerical implementations
of the inverse Radon transform must invoke low-pass filtering owing to a singularity of
the integration kernel [33]. This filtering necessarily results in the loss of accuracy and
the chosen cut-off frequency is somewhat arbitrary. This can be partially overcome by
the method of pattern functions [62] in which individual density matrices are directly
sampled from the quadrature data. The cut-off is now applied directly to the maximum
photon number of interest rather than the spatial frequency which is usually the more
well-known quantity. This method however contains another serious drawback: since

the density matrix elements are individually sampled, the resultant density matrix as a
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whole can be unphysical, often containing negative diagonal elements.

To avoid the drawbacks of the above inverse transform techniques, a method of sta-
tistical inference may be used known as maximum likelihood estimation. Very roughly,
maximum likelihood determines the physically observable density matrix that fits the
observed data with the highest probability. From the density matrix, the Wigner func-
tion may be directly computed from equation . Maximum likelihood guarantees a
physical density matrix which does not suffer from numerical artifacts associated with

filtering and experimental fluctuations.

3.2.1 Maximum Likelihood Estimation

Suppose we have a source of pure single photons that are transmitted across a long optical
fiber. Either the photon makes it through the fiber, in which case p = |1)(1|, or it does
not, p = |0)(0[. The optical state at the output of the fiber may then be described as a
mixture p = (1 —7)[0)(0] +n|1)(1], for some 0 < n < 1. We then perform homodyne
measurement and determine the marginal distributions along each quadratureﬁ and ask,
what is the density matrix of my state? We can try different values of n and eventually
we could find a good fit but experimental uncertainties will guarantee that we will never
find a perfect fit. We thus seek a function which quantifies the “goodness” of our guess.

One such function is known as the likelihood function. The likelihood supposes that
each measurement z; is drawn from some distribution (the sum of vacuum and single
photon marginals in the above example) which is described by some set of parameters
(n here): Pr,(z). Assuming independent measurements, the probability that the dis-
tribution Pr,(z) produced the measurements {z;}, is just the product of the individual

probabilities:

8 Actually, any quadrature will give the same distribution in this example so we need not check them
all.
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N
L(n) = ] Pro (). (3.8)
i=1

The principle of maximum likelihood provides a estimation of the parameters of the
parent distribution which maximize the likelihood of the measured data. The parameter
set m which maximizes L is called the estimator. In practice the log-likelihood is max-
imized which converts the product to a sum. For simple cases as above, the analytic
expression for the estimator may be obtained directly by differentiation with respect
to n. For an m-dimensional density matrix with order n? parameters the condition for

maximum likelihood estimator must be found numerically.

3.2.2  An Iterative Algorithm Maximum Likelihood Estimation of Homodyne Data

An optical homodyne detection measurement samples the continuous variable gy at a
fixed angle 0 which is also continuous over [0, 27]. To calculate the measured probability
distribution at a given quadrature angle, we distribute the data over Ny bins and calculate
probability for the quadrature corresponding to the j* bin as the frequency of occurrence

of a quadrature measurement laying in this range:

Ny

fiv = N, (3.9)

The experimental data we wish to estimate then consist of a quadrature histogram

{N;} for each angle #. The log-likelihood is thus:

In[L(p)] = In [H Prgz’j] = Ny,lIn(Pry;) (3.10)

07j

Note that the theoretical probability of a measurement of quadrature laying in the range

[¢j, gj+1] given a density matrix p is
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qj+1 aj+1 A
prig = / prodq = / Tr[plgs ){ qol] dg = Tr |:pH9,j] (3.11)
q; aj
where ﬂ(;,j = fq?”l |0 Y{ q¢| dg is the projection operator of the quadrature onto the
J

interval [g;, gj+1]-

Following previous developments [63], we note that the density matrix may be written
as p = 616 where 6 is represented by lower triangular matrix. Maximizing the likelihood
with respect to p is then equivalent to maximizing with respect to . The rationale
behind this representation is that p is completely determined by its upper triangular
elements since it is self-adjoint. Allowing p; ; and p;; to be determined independently
may result in unphysical density matrices.

The maximum likelihood condition is also constrained to physically realizable den-
sity matrices such that Tr(p) = 1. We can then formulate the condition for maximum

likelihood for realistic density matrices as a Lagrange multiplier problem:

4L ((616) — A (T (616) — 1)]. (3.12)

o

To determine A we carry out the differentiation] to find

dcg (ZNe,jln (Hg,jeﬂ&)> = A dcf} (Tr ((676)) (3.13)

0.3

0,j pr@,j
Ng,; R
Tlp;p = Ap
0.7 p’f’e,g

9Note that if A and B are matrices, d%iTr(le) = BT[64].
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Tracing both sides we find

N, -
N Tl = NTr[p). (3.14)
05 D10

Y Nyj=N = A
0.3

Having found A, equation (3.13) now reads

p=Rop=p (3.15)

A

Clearly for the maximum likelihood estimator py, R, = 1. In a similar manner ﬁfip =p

so that since }?p = }A%j),

R,poR, = po. (3.16)

If we managed to guess the correct estimator py, equation holds and the es-
timator is unaffected. If however our estimator does not maximize the likelihood, the
operation ]A%p[)f{p will produce a density matrix p' that is a closer approximation to pg.
Intuitively, we can see how this works: if for a given angle, p overestimates the j** bin,
we will have fy; < prg; and the projection operator for the corresponding bin in p’ will
be given less weight. Conversely, an underestimate in p leads to an increased weight for
the projection operator for the corresponding p’ bin. This is the principle behind the
iterative approach to maximum likelihood estimation of a quantum state. Starting with

an initial guess, we compute

0D = [Rpu)f)(”]%p(i)} N (3.17)

until terminationm Here, N normalizes to a unitary trace which preserves positivity of

the density matrix.

0 Termination here could mean (i) a fixed number of iterations, (i) A threshold likelihood, (iii) suffi-
ciently low [p0*1 — 5|, (iv) impatience.
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The above algorithm is not guaranteed to converge and at least one counterexample
has been concocted [65], but in our experience with real homodyne data, convergence is
quickly reached. Furthermore, since the likelihood for quantum tomography is a convex
function, if a maximum is found it is a global maximum so if after a number of steps the
estimator is unchanged, there is a high probability that the correct estimator has been
found. In order to test the validity of a particular reconstruction, the estimated density
matrix may be used to simulate the quadrature data via equation which are then

compared to the experimentally acquired data.
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Chapter 4

Producing Nonclassical Light: Four-Wave Mixing in Rb Vapour

In this chapter, we describe a source of nonclassical light known as Four-Wave Mixing
(4WM) in atomic vapour. We first characterize the spectroscopic properties of the sys-
tem in terms of experimentally accessible parameters. We then go on to describe and
demonstrate the generation of relative-intensity squeezed and quadrature squeezed light.
The demonstration of a high degree of squeezing in this system was recently reported
elsewhere [31], 32] [66] and provided the initial motivation to use this system to produce

arbitrary superposition states of light as has been done with SPDC [36].

4.1 Four-Wave Mixing

Under conditions of a propagating electromagnetic field oscillating at a frequency far
from any atomic resonance, the response of a gas of atoms may be treated as a linear

dielectric [67], having responsdT]

P =¢xE (4.1)

X being the electric susceptibility of the medium [67]. In the vicinity of atomic resonance,
the response of the medium to an electric field is no longer linear. To accommodate this
nonlinearity, the susceptibility can be treated as a tensor which describes the response

to a given electric field as a function of external fields:

!Technically, no medium can respond instantaneously to an applied field so the correct form of 1}
is P(t) = o 1 x(t — t)E(')dt' [68]
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Figure 4.1: (a) Photon picture of 4WM process. Two pump photons are spontaneously
annihilated, creating a signal and an idler photon. (b) Atomic level diagram showing the
relative frequencies of the pump, signal, and idler photons. Note that both pump beams
are derived from the same laser.

P =cYE + 5oXVEE + 60t "EEE + --- = £y » _{"E" (4.2)

where Y™ represents a tensor of rank n.
Since an isotropic medium such as an atomic vapour has a vanishing second order

susceptibility [68] the first non-linear term is third order:

Pi(w) =c0 Y XonEi(rs, E( i, OBy, 1) + c.c. (4.3)
ikl
where XE?,)d is the third order susceptibility tensor for field E;, given fields E;, E;, and
E;.
Equation contains myriad termsﬂ but the terms responsible for individual pro-

cesses can be isolated based upon energy and momentum conservation. From figure (4.1]),

we see that conservation of energy for this process demands that

2In general () contains 81 terms, each of which is a sum of 48 independent sums [69].
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w; = 2w, — Ws. (4.4)

and in terms of momentum:

k; = 2k, — k.. (4.5)

Since we can write E;(r,t) = E;e'® i) we therefore identify the term describing the

creation of the idler field from equation [4.3] as:

Pwr) = cox W EZE; (4.6)

where Y = X;()?;)L.

We assume that the electric field takes on the form of a plane wave with a slowly
varying envelope amplitude along the z-axis £(z). Also, without loss of generality for our
purposes, we neglect the tensor nature of x(® and treat P and E as scalars. We therefore

write E;(r,t) = £(2);e/**=%) Equation (4.7) then can be written as:

Pi(w.) = ex(3)855;*@"((2’%—’@2—“6” (4.7)
where we have used equation and assumed propagation in the z-direction for each
fieldF]

In order to study the dynamics of the system, we apply the paraxial wave equationﬁ
solved in the steady state (all time derivatives are identically zero:)

ki
(‘L& = Z2

= X(3)5§(z)5;(z)ei(zk”_ks_ki)z (4.8)

3Experimentally, the fields propagate at a small angle with respect to one another but collinearity is
assumed here for simplicity.
4i.e. we write the wave equation (V2 — 92)FE = %&?P under the assumption that 0. < k€&,

0:€ < w& so that the second derivatives vanish.
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We assume that the pump is sufficiently strong that the depletion (due to converted

photons) is insignificant and so 0,&, = 0. Defining the phase mismatch Ak = 2k, — (ks +

kix®
ceg

_ kix®
—  2ceo

k;) and the constant

2 . .
o, = I,, we arrive at

0.E; = ik e (4.9)

Next we assumeﬂ that k; ~ k, and write the equivalent equation for the signal beam

(by swapping ¢ with s) to arrive at the coupled amplitude equations for Ak = 0:

0.E; = iKE:

0,E, = iKE}. (4.10)

Differentiating the first equation and plugging in the second yields:

yielding the solutions:

Ei(z) = Aellrlz 1 Be~ilnlz

E,(2)* = Ae'lMz — Be~ilnlz, (4.12)

Solving for the constants A and B in terms of &; ;(0), and defining ||z = ¢, we arrive at:

E/(C) = £:(0) cosh(C) + €2 (0) sinh(¢)

Es(C) = &(0) cosh(¢) + &£7(0) sinh((). (4.13)

°This approximation is valid since A, & \; & A4 in the system under study ()‘S/\_A" ~1079)
P
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Note that by replacing the field amplitudes with annihilation operators, we arrive at the
two-mode squeezing transformation (A.5). However, in contrast to the classical case in
which the unseeded process results in no signal or idler output fields, vacuum fluctuations
can drive the process spontaneously leading to non-zero photon number in each field even
in the absence of input fields. The classical picture is used when considering macroscopic
properties such as gain and spectral characteristics, whereas the quantum formulation is
required to predict squeezing and heralded state preparation.

Equation implies that if we seed the process by sending a weak beam into
the signal channel, this beam experiences amplification and an idler beam appears in
the direction which satisfies phase-matching. According to equation , the signal
and idler beams will occur at equal and opposite sides of the pump beam, separated in
frequency by twice the ground state splitting.

Note that in the case of seeding the process with a weak seed beam (&(0) = &, and
£:(0) = 0) the intensity of the seed is increased by a factor cosh?(¢) = G producing an
amplified idler, and a signal is created with intensity I, = sinh®(¢)Iy = (G — 1)l eeq. The

ratio of idler to signal intensities is thus:
I
= =", 4.14
Is (419

4.2 Classical Characterization of the System

The first step in the work described in this thesis was to obtain evidence that we had a
system described by the above analysis. To this end we set up an experiment to observe
gain and idler beam creation in a hot atomic vapour cell. The simplified experimental
diagram is shown in figure [£.2] A weak coherent state seeds the process by overlapping

with the pump at a small angle throughout the atomic vapour cell. This angle was chosen
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Figure 4.2: (a) Simplified diagram of experiment to detect four-wave mixing. The pump
is derived from a titanium sapphire Laser while the seed originates from an ECDL. (b)
CCD image of signal and idler beams produced in the vapour cell.

large enough to spatially separate the signal and idler fields but small enough that residual
Doppler effects were negligible and phase-matching was met (discussed below). The cell
contains isotopically pure ®Rb vapour and is maintained at a temperature of roughly
130°C inside an insulating oven. The windows are antireflection coated for A = 795
nm and the length of 12 mm is chosen so that the seed and pump interact throughout
the entirety of the cell. The pump by was derived from a Coherent MBR 110 titanium
sapphire laser (Ti:Sa) which was fiber coupled from a separate laboratory. The =2 radius
of the pump beam was 500 ym and the power was varied from 200 mW to 1W. The seed
beam was generated with an external cavity diode laser (ECDL) which we constructed in
the lab [70]. The beam was orthogonally polarized to the pump with radius 350 um and
had a power on the order of 100 4#W. The beams were combined on a polarizing beam
splitter and overlapped at an angle of 5 mrad at the centre of the vapour cell.

Figure shows the spectrum of the signal beam after passing through the medium
as in figure . The pump was tuned ~ 1 GHz red of the ‘531/2, F= 2> — ‘5131/2, F’>

transitionﬂ The signal beam experienced standard absorption from the two ground to

SDue to Doppler broadening, the hyperfine levels of the 5P excited state are not resolved individually.
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excited state transitions. However, whenever the magnitude of the frequency difference
between pump and probe equaled the ground state splitting of approximately 3 GHz,
sharp gain peaks were observed which are accompanied by the creation of an idler beam
in the phase-matched direction (eq. (4.5))).

The phase-matching condition caused the gain peak to be sensitive to alignment.
Since the idler is automatically generated in the phase-matched direction, a natural
question to ask is, “what does it mean to be phase matched here”? Defining 0, to be
the angle between the pump and the signal (idler) and noting ck = n,w, phase matching

implies that:

njw;sinf; = mngw,sin b, (4.15)

nw;costh = 2n,w, — nsw, cos g

are both simultaneously satisfied. This occurs for particular values of n; , which are in
turn functions of frequency and pump power. As opposed to nonlinearities in crystals
and cavities where generation can be obtained for a very small range of angles, the phase-
matching condition in the hot vapour cell was less stringent. This was primarily due to
the large Fresnel numberﬂ configuration of our setup. The Rayleigh range of our beams
were on the order of 100 times longer than the vapour cell so that beam divergence could
be neglected and the process could be stimulated for a large range of angles. To obtain
a rough estimate of this angular range, note that approximating \k]p ~ |k|, = |k|, and

0s ~ —0;, the phase matching condition AkL < 1 reads

"The Fresnel number is defined as the ratio of interaction length to the beam waist.
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Figure 4.3: (a) Measured spectrum of the probe experiencing four-wave under high gain
conditions (Tyoms = 135°C). The two gain peaks at a frequency difference with the pump
of the hyperfine ground-state splitting.(b) Simultaneous monitoring of the signal gain and
idler creation for lower gain conditions (7}toms = 110°C).

1 > 2kL(1—cosf) (4.16)

2kL(1 — (1 —6%/2)

2r L
= T
A

Q

so that the approximate angular phase-matched range is thus

A
0~ —. 4.1
b 2r L ( 7)

With our parameters, this corresponds to # = +5 mrad. This is consistent with our
observations in which we found that gain was present anywhere between 6, = 1 mrad to
around 10 mrad, with maximal gain occurring at 6, ~ 5 mrad.

Ideally, the gain increases dramatically with temperature: the susceptibility is linearly
proportional to number density [69], but the gain is exponential in x® and number den-
sity increases approximately exponentially with temperature (see figure )), predict-

ing super-exponential scaling. Experimentally however we found that the gain initially
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increased exponentially, but tapered off at a temperature of about 150 °C corresponding
to a number density of 10'* cm ™3 at which point additional nonlinear interactions began
to dominate. One such interaction was self focusing of the pump [71], which destroyed
the phase-matching as has been reported elsewhere [72].

A dramatic additional nonlinear effect was the appearance of pump-induced, incoher-
ent blue fluorescence starting at around 7' = 130 °C. We first noticed the effect when
exploring the scaling of idler power with temperature and found that near atomic res-
onance, a pump with power of several hundred mW was completely absorbed. When
viewing the oven to see if anything was obscuring the beam, we noticed the pump deple-
tion was accompanied by an omnidirectional blueish glow. Spectroscopic measurements
determined that the fluoresced light had a wavelength of 422 +4nm which was consistent
with the 6P%/2 — 5P'/? transition at 420 nm. One puzzling aspect of this generation
is that there is no transition in the neighbourhood of 397.5 nm, so our laser could not
be directly driving a two photon excitation. This effect has also been seen in a separate
experiment in our lab and has been mentioned in the supplementary information in [73].
The dependence on high temperature suggests the process is due to collisional-enhanced
multi-photon excitation. In this case, the excited atom cascades back down to the ground
state through 6P%? — 5P'/2. This phenomenon, known as an energy pooling process
was studied in Rubidum in 1983 by Barbier and Cheret [74], and has been exploited to
produce coherent 420 nm generation [75, [76].

From equation (4.14]), we could infer the gain by noting the resultant output powers.
However, if we simply measure Ps;gnq1/ Pseea We would underestimate the 4WM gain owing
to the residual absorption from atomic resonance. The idler beam however was created
much farther off resonance, did not suffer this absorption, and was thus a more reliable
indicator of 4WM gain. Ideally, the idler power was directly proportional to input power
P = (G = 1) Pycea.
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Figure 4.4: (a) The expected scaling of number density with temperature, where the ideal
gas approximation was assumed and the vapour pressure was modelled as described in
[1]. (b) The scaling of gain with number density over the range of temperatures used in
the experiment. Gain was inferred by the idler power and number density was obtained
as in (a).

As mentioned, one naively assumes super-exponential scaling of the 4WM gain with
temperature. However, additional process discussed above which degrade the effective
gain of the system also become more pronounced with number density and we expect less
dramatic scaling in a realistic setting. In order to quantify this scaling experimentally, we
monitored the measured gain via the idler beam power as a function of temperature. From
the temperature we could calculate the number density, as shown in figure 4.45° Figure
4.4b shows the measured scaling which, on a log-log plot, gives approximately linear
behaviour with slope 1.58. Over the range of temperatures accessed in the experiment,

the gain thus scaled roughly as: G — 1 ~ Nv/N.

The dispersive nature of the lower frequency gain peak in figure [4.3| was due to the

8We use the Clausius Clapeyron relation with constants stated in [I] to determine the vapour pressure
in the liquid phase as a function of temperature. We then determine the number density directly from
the ideal gas relation N =n/V = P/kgT, kp being the Boltzmann constant.
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Figure 4.5: (a) The transmission profile of the seed(idler) for increasing pump intensity.
The red region displays the gain peak while the dark blue region is Raman absorption.
(b) The transmission spectrum of the created signal where each trace corresponds to a
horizontal slice of (a).

interplay between four-wave mixing gain and Raman absorption [31], indicative of the
complicated interplay of effects present in the setup. The higher frequency gain peak was
farther from atomic resonance and did not exhibit the same complicated profile. This
implied that for the observation of correlations between signal and idler photons, it was
preferable to seed the process at a slightly higher frequency than two-photon resonance
in order to minimize the loss in the system.

The most accessible experimental parameter controlling the gain was the pump power.
Increasing the pump Rabi frequencyﬂ (2, more efficiently drove coherence between the
ground-states and overcame the degrading effects of population exchange. On the other
hand, the Rabi frequency broadened the line-width of two-photon transitions, which was
detrimental for the generation of quantum light compatible with atomic transitions. In
figure [4.5h, the signal spectra for a range of pump Rabi frequencies is displayed. The

gain peak is seen to shift as a result of the AC-stark effect and the Raman absorption dip

9The Rabi frequency for the |i)(j| transition is given by Q = %, d;; being the transition dipole

moment for the given atomic transition.
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Figure 4.6: (a) The idler bandwidth was seen to increase linearly with pump Rabi fre-
quency. Here the bandwidth is defined to be the full width at half-max of the idler profile
(figld.5b). (b) Similarly, the gain was seen to increase linearly with pump Rabi frequency.
This is in contrast with the theoretical prediction of G 0% implying the presence of
additional processes such as self-focusing.

becomes significantly broader. Figure [4.5b shows the generated idler spectrum for each
pump power. It is apparent that the idler creation is attenuated as a result of Raman
absorption of the signal and thus becomes asymmetric. The bandwidth of the generated
field is also seen to increase with pump power. This is an important measurement since
it is the width of the signal gain peak that ultimately determines the bandwidth of the
system. This is quantified in figure [£.6] where both the gain and the bandwidth are seen
to be linear in pump Rabi frequency. Converting the Rabi frequency back to optical
power of the 500 um pump beam shows that the bandwidth increases as 24.28 MHz per
Watt of pump power.

Owing to the fact that the process was operated far off atomic resonance, the gain
was fairly insensitive to the one-photon detuning of the pump beam. This is fortunate as
it implies that the light generated by the 4WM system was tuneable. Although the signal
was produced far off resonant to the ®*Rb system it was created in, it could be made

directly resonant to the |55%2 F =1) — |5P"/2 F’) transition of 5’Rb by tuning the
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pump red- instead of blue-detuned from the excited manifold. This was the configuration
which produced the most squeezing but the photon experiment was optimized for the
blue-detuned case. Consequentially, the light generated could be directly interfaced with

resonant atom-based quantum memories and logic gates employing 8"Rb.

4.3 Relative Intensity Squeezing

4.3.1 A Brief Theoretical Description

The standard quantum limit (SQL) for intensity noise is set by the Poissonian limit:
(An?) > n. The ultimate violation of this limit is the Fock state for which (An?) = 0.
For two separate beams occupying modes a and b respectively, the relative intensity noise

between these modes is:

(A(n, —mp)®) = (An2) + (Any) — 2cov(ng, ), (4.18)

where cov(ng, ny) = (ngne) — (ng) (np) is the covariance between the photon number in
each channel. For uncorrelated modes, this covariance vanishes and the relative intensity
noise is the sum of the individual beams’ intensity noise. Two coherent states in separate
modes thus behave as a coherent state with |a|* = |a|? + |a|; and define the two mode
SQL for intensity noise.

Relative intensity squeezing was first observed in 1987 in which an optical parametric
oscillator resonant to two separate modes produced bright twin beams with relative
intensity squeezing of 1.55 dB below the SQL [77]. Relative intensity squeezed beams
have a number of practical applications include quantum imaging [78], high sensitivity
spectroscopy [79], and measurement of extremely weak optical attenuation [80].

Operationally, our 4WM system amplifies the seed beam by scattering one pump

photon into the signal channel and another into the idler channel. Whereas the mean
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photon number is increased, the relative intensity noise is unaffected since the added
light is, loosely speaking, a “two-mode Fock state” |ng, ny).

To get a quantitative understanding, we assume that the signal channel is a coherent
state of mean photon number |a|2, the idler channel is initially vacuum, and proceed in

the Heisenberg picture:

[9) = Sai(¢) D) 0;) 10s) - (4.19)
Using the properties of the two-mode squeezing operator in equation (A.5) and the

displacement operator in equation (2.18), we find (see appendix [D] for details):

(1), = |a|* cosh?(¢) 4 sinh?(¢) (4.20)
(), = (Jof* +1)sinb? ()

In the limit of large mean photon number (even a humble 100 W laser beam has |o|*~
10'9) this reduces to equation from the classical calculation with G = cosh?(().
However, as opposed to the classical derivation the mean photon number in each channel
is nonzero and is given by sinh?(¢) = G — 1 in the absence of input coherent state. This
vacuum-stimulated 4WM process leads to squeezed vacuum discussed in the next section
and forms the basis of the narrowband photon source presented in chapter four.

Proceeding with the calculations of the individual terms in equation , the indi-

vidual variance of each channel is:

(AR;)? = |a* cosh?(¢)(cosh?(¢) + sinh?(¢)) + cosh?(¢) sinh?(¢) (4.21)
(Ang)? = |af’sinh?(¢)(cosh?(¢) + sinh?(¢)) + cosh?(¢) sinh?(¢).

Note that for large o, (An;)* = |a|* G(2G — 1) whereas for a coherent state of the same

optical power, <Aﬁ>2 = |04]2 G. Therefore, the amplified seed beam itself is no longer a
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minimum uncertainty state in terms of intensity, and carries an extra factor 2G — 1 of
extra noise. In the case of no seed |a| = 0, (An,)* = (An;)? = cosh?(¢) sinh?(¢).

Computing the covariance term in (4.18]) and computing the sum yields:

(A(ny —ny)?) = |a)? (4.22)

This is the root of the relative intensity squeezing effect - the total noise on the
difference signal is equal only to that of the input beam. Since the process results in
gain, the optical power can be much greater than that of the input state while the noise
is equivalent to that of a coherent state of much less power. In order to quantify this
effect, we can compare the noise of the twin beams to that of a coherent state of equal
optical power and obtain the relative intensity noise normalized to the standard quantum

limit for intensity noise:

<A(ﬁs - ﬁz)2>

RI = . (4.23)
(Angs)
Using (AnZ) = (2G — 1) |af* from eq. (4.20)), we obtain for the 4WM process:
RI = ! (4.24)
S 2G-1 '

Note that a value of RI < 1 implies non-classicality (see section, an effect known
as relative intensity squeezing. Since G > 1, the process always results in squeezing,
provided that there is no extra noise and the channels experience no loss. Under these
assumptions the squeezing is monotonic with gain. This is not the case when losses
are present since in the presence of gain, the individually noisy channels are carefully
balanced. Loss in one channel breaks this balance and for large gains the excess noise
quickly grows above the noise level of a coherent state of the same optical power. Loss

L = 1—mn can be modelled by a beam splitter with transmissivity 7. in the signal (idler)
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Figure 4.7: (a) Theoretically predicted relative intensity squeezing in the presence of loss.
In the presence of loss the amount of squeezing obtained is not monotonically decreasing
with increasing gain. (b) Loss in the signal (idler) channel is modelled as a beam splitter
of transmissivity 7y;) and a vacuum state incident on the reflecting port

channel [39]. The corresponding expression for using this model is calculated in the
appendix [D] Figure [4.7] shows the predicted relative intensity squeezing in the presence
of loss. Note that owing to the imbalance of input powers (equation ) optimal
squeezing for low gain is obtained with slight loss on the probe channel. This counter-

intuitive result has been pointed out elsewhere [81].

4.3.2 FExperimental Results

A large amount of time was devoted to the observation of relative intensity squeezing.
After much experimentation, it was determined that phase stability between the pump
and seed beams was an extremely crucial parameter and even an almost unnoticeable
amount of technical noise on the input beam will be amplified to well above the standard
quantum limit. This is discussed in more detail in the next section.

Figure[4.§displays the experimental configuration with which relative intensity squeez-
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Figure 4.8: The final configuration of the experimental setup to observe relative intensity
squeezing. The dotted path accessible by the removable mirror allows for the calibration
of the standard quantum limit.

ing was eventually observed. The pump is derived from a Tekhnoscan TIS-777 titanium
sapphire ring resonator laser (Ti:Sa) driven by a Lighthouse Photonics Sprout 8W 532
nm pumping laser. The Ti:Sa provided up to 1.3W of 795 nm light with extremely nar-
row line width (Av < 5 KHz). A small fraction of this light was passed to a Brimrose
GPM-400-1600 acousto-optical modulator (AOM). The first-order sideband was shifted
by about 1.5 GHz and was counter-propagated back into the AOM to produce a beam
phase-stable with an adjustable two photon detuning roughly equal to the ground state
splitting frequency of ®Rb of 3.035 GHz. This “double-pass” configuration had the
draw-back of limited seed power since the single pass efficiency was < 20% leading to a
double pass efficiency of a few percent. The small active aperture of the acoustic crys-
tal (=~ 25urad) and the optical damage threshold of 5W/mm? led to a maximum input
power of about 10 mW and thus a maximum seed power of about 200 pW. The AOM

also introduced elliptical divergence on the beam which required cylindrical lenses to cor-
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Figure 4.9: (a) Relative intensity squeezing. The dotted curves are the signal and idler
beams alone incident on one of the detectors, each of which is much noisier than the
measured SQL (red) However, when both beams are simultaneously incident on the
detectors, the resultant noise (green) is below the SQL. (b) Calibration of the SQL for
our detectors. Linearity of measured noise with respect to optical power implies that the
signal is not polluted with classical noise.

rect. Despite these drawbacks, the double-pass AOM configuration was the only method
by which we obtained sufficient pump-seed phase stability to observe relative intensity
squeezing.

The pump and signal beam were set to orthogonal polarizations via half-wave plates
(A/2 in the figure) and sent at an angle of about 5 mrad through the 115 °C atomic
vapour cell. The pump was isolated after the cell by means of a Glan-Thompson polarizer
and the signal and idler beams were separated and directed to a Thorlabs PDB 150C
differential detector. The detector was custom designed to make use of Hamamatsu S3883
photodiodes which had a nominal quantum efficiency of 91%. Individual outputs allowed
us to observe the output power of each beam separately while the difference photocurrent
was monitored on a spectrum analyzer. The SQL was calibrated by sending the seed beam
around the cell and adjusting the power to that of the total 4AWM output light. An SQL

calibration curve for the detector we used is displayed in figure [£.9pb.
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Figure summarizes the results found in the relative intensity experiment. In
this plot, the pump power was 760mW and was detuned about 800 MHz red of the
F =1 — F’ transition. The traces are presented on a logarithmic scale with respect
to the measured SQL for the experiment. Here the power of the signal and idler beams
was 72 uW and 78 puW respectively and the SQL was calibrated for a coherent state of
power 150 uW. The residual absorption of the near-resonant seed (see figure led to
a signal with higher power than the idler, in contrast to equation (4.14)). The intensities
of the signal and idler were individually much noisier than the SQL when incident on
the detector individually, but when both beams were incident simultaneously the noise
was dramatically reduced, reaching as far as 3 dB below the SQL. The noise peak at
around 800 kHz was due to technical noise present on the Ti:Sa beam which could not
be perfectly cancelled out by the limited common mode rejection ratio of the differential
detector. The intensity correlations extended out to 3 MHz and at higher frequencies the
difference signal was slightly above the standard quantum limit owing to uncorrelated

emission from the atomic ensemble.

4.3.3 The Effect of Technical Noise on Intensity Squeezing

The most important requirement for relative intensity squeezing was a high degree of
phase stability between the pump and seed beam and a great deal of time was spent
achieving this. An intuitive reason for this is that we are measuring correlations in the
sidebands of the relative intensity spectrum (see figure4.9p). Phase noise manifests itself
as modulation of the carrier signal and in the frequency domain, the sidebands then
measure a bright, uncorrelated signal in place of vacuum fluctuations.

Originally, the pump beam was coupled into the experiment from a Ti:Sa in a sepa-
rate laboratory and we generated the seed beam from a separate laser which was phase

locked to the pump [82]. While this created a narrow beat frequency between the two
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beams and thus a low phase variance, the digital locking signal created spurious side-
bands which, when amplified in the 4WM system, overwhelmed the intensity noise. This
led to an initial “false positive” for squeezing: We originally configured the SQL by send-
ing the phase-locked signal beam through the atoms, split it on a 50:50 beam splitter,
and subtracted the photocurrent as in figure [3.1] However, when the signal was phase
locked, the gain property of the 4WM system amplified the lock-induced sidebands and
produced a noise level well above the case when the SQL is measured by a beam which
did not propagate through the atoms. The measured relative intensity noise between
the signal and idler, while far below the falsely-calibrated SQL, was above the true SQL.
This excess noise from the atomic gain was identified by shifting the locked pump-signal
frequency difference away from the atomic two-photon resonance determined by the hy-
perfine splitting, and is shown in figure [£.10] In order to circumvent this problem, we
moved to the double-pass AOM setup described in the last section. In this configuration,
the phase noise is eliminated since each beam stems from the same source and the relative
path difference is well within the Ti:Sa laser’s coherence length.

An additional source of noise turned out to stem from the fiber coupling the pump light
from a separate lab. At high optical powers, the fiber began to introduce uncorrelated
noise into to pump beam which could not be subtracted away by the CMRR of the
detector. This phenomenon was most likely due to 4WM process within the single-mode
which begin to appear around a few hundred mW of power [83]. Figure shows
the evidence for this noise source: the beam was passed through the fiber for various
input powers, attenuated to a fixed level and the sum and difference photocurrent was
monitored, as described in figure [£.10] For powers above 500 mW, the fiber-induced
technical noise dominated above the shot noise level. The only way to get around this
noise source was to obtain, with some reluctance, a new titanium sapphire laser for our

lab, which finally allowed us to observe the relative intensity squeezing of figure
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Figure 4.10: (a) The sidebands induced by the optical PLL added significant technical
noise to the seed beam. Here each trace represents a different two photon detuning from
the Raman transition between ground states do = w — wyr. The peak value of each
trace corresponds to the chosen value of §;. (b) At high optical powers, the fiber coupled
Ti:Sa light acquired significant technical noise. Both noises in (a) and (b) destroyed the
intensity squeezing.

4.4 Quadrature Squeezing

4.4.1 Basic Theory

Just as the 4WM system produced two-channel correlations between the photon number
of the signal and idler fields, the process can also produce correlations in the joint quadra-
ture of the fields. Instead of the non-local photon number, (A(fs — 7;)?), we can observe
the non-local joint-quadratures described by equation . Since the photocurrent in
a balanced homodyne detector placed in the signal(idler) channel is directly proportional
to the single mode quadrature Z(;) via equation , subtracting the photocurrent from
matched homodyne detectors in each channel measures the joint quadrature. By scan-
ning the phase of one detector with respect to another we can measure the two-mode
squeezed state at all quadratures and fully characterize the output state.

As in the case of relative intensity squeezing, the quadratures of the individual chan-



61

nels are noisy, but correlated with one another so that when combined, they can exhibit
noise below the standard quantum limit . The quantity measured in our experiments
was the quadrature variance, measured as the noise power in the homodyne detector.
Since the mean quadrature value of the squeezed vacuum state is zero, the variance is

just the mean-square and we see from (12.24)) that

. |
<AXi> = et (4.25)
sq

Squeezing is frequently measured on a logarithmic scale, so that in the ideal case of a pure
squeezed vacuum, the variances of the squeezed (S) and anti-squeezed (A) quadratures
are equidistant above and below the SQL. In a linear scale, the SQL is often normalized
to 1, so that S = 1/A. Since the individual quadratures are very noisym, the fact that
the TMSS is a minimum uncertainty state relies on careful subtraction. In the presence
of loss, this subtraction is incomplete and results in extra noise.

The quality of a measured squeezed state can be quantified directly by observing the
squeezed and anti-squeezed quadratures and introducing the generalized efficiency 7y,
[84]. This model supposes that we start with a pure squeezed state and subject it to loss
by passing it through an attenuator with transmissivity 7,,. By observing an imperfect
squeezed state in our experiment, we can then seek the equivalent transmissivity that
would give our results, supposing an initially pure squeezed state from the 4WM process.

On a linear scale, with squeezing S and anti-squeezing A,

A4S (AS+1)
77511— A+S—2

(4.26)

Clearly, for an ideal squeezed state (AS = 1) 0y, = 1. An important figure of merit
is the amount of squeezing required for an efficiency of at least 50% regardless of the

anti-squeezing. Solving the above equation for 7y, = 1/2 yields S = ﬁ, which in the

0Fven for a gain G = 2, the variance of an individual channel is thrice the SQL.
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Figure 4.11: The experimental setup for the two-mode squeezing experiment. The local
oscillators were produced via a separate 4WM process. The local oscillator and signal
beam for each channel were overlapped and sent to individual homodyne detectors. The
joint quadratures were extracted by subtracting the outputs of the individual homodyne
detectors on a hybrid junction.

limit A — oo becomes 1/2 or equivalently -3 dB. Thus any setup displaying at least 3 dB

of squeezing displays a squeezed state of efficiency 7y, > 0.5 regardless of anti-squeezing.

4.4.2 FExperimental Details

The experimental setup used to produce and detect quadrature squeezing is shown in
figure In order to mode-match the frequency and transverse mode of the two-
mode squeezed vacuum state to the local oscillators required for homodyne detection, we
followed the approach of [32] and generated the local oscillators dynamically by seeding a

separate 4WM in the same atomic vapour cell. This was crucial during the initial phases
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of the experiment since we needed to explore the multidimensional parameter Spacdﬂ in
search of an suitable operating regime, and the transverse mode of the signal and idler
depended to some extent on each of the parameters. Producing the local oscillators in
the same 4WM system as the squeezed state thus allowed us to monitor the effect of
varying the experimental conditions without realigning the homodyne detection setup.
In addition the local oscillators were automatically generated in the correct frequency,
forgoing the need for additional lasers or AOMs.

We measured the joint quadratures by subtracting the output of the individual ho-
modyne detectors in each channel on a hybrid junction (M/ACOM H9sma). To ob-
serve the phase-dependent quadrature phase, we introduced a delay in the signal channel
via a piezo-electric transducer while monitoring the output of the hybrid junction on a
spectrum analyzer. The standard quantum limit was calibrated by simply blocking the
two-mode squeezed vacuum modes before mixing with the local oscillator.

In order to measure the joint quadratures, it was imperative that the electronic re-
sponse of the individual homodyne detectors were matched. To this end, we manufac-
tured two identical homodyne detectors with matched surface mount components and an
adjustable gain for fine tuning. To compensate for the imbalance in power between the
seeded signal and idler beams described in the last section, we attenuated the stronger of
the two signals so that the local oscillators had equal power. In this case equation ((3.1)

~

gives: i = %S — %1 = \/57%\;561 — X

4.4.3 Experimental Results

Figure displays squeezing obtained in the experiment. We obtained 2.9 dB of
squeezing with 5.4 dB of anti-squeezing corresponding to an efficiency of 7y, = 0.61.

Here, the 800 mW pump was tuned 800 MHz blue of the F' =1 — F” transition, and the

HUThis parameter space included formed by pump power, pump detuning, two photon detuning, cell
temperature, angle with respect to pump, and beam diameter.
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Figure 4.12: The squeezing produced experimentally. (a) We obtained up to -2.9 dB of
squeezing corresponding to an efficiency of 0.61. The data here were taken with 6 = 12
MHz, A ~ 800 MHz, and P,.m, = 850 mW(b) The amount of squeezing obtained
depended strongly on the two photon detuning

local oscillators were generated using a 200 mW pump, derived from the same beam. In
order to observe significant squeezing, we needed to devote most of the available pump
power to the squeezed vacuum signal, leaving only as much pump as necessary to produce
the local oscillators.

We found that as for relative intensity squeezing, the most crucial parameter for
efficiency in our setup was the two photon detuning d, of the local oscillator with respect
to the pump. This is most likely due to the asymmetry in the pump-induced signal
beam absorption shown in figure and mentioned in the analysis of relative intensity
squeezing. An asymmetric loss quickly overwhelmed the squeezing and brought even the
squeezed quadrature above the SQL. We explored this by measuring the envelope formed
by the maximum and minimum quadrature noise as a function of two photon detuning
as summarized in figure 4.12b. The optimal squeezing occurred for d between 10 and 15
MHz, and for negative detunings, the noise was so great that no squeezing was present

at all. We can quantify the thermal noise added to the system by taking the geometric
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Figure 4.13: (a) By modelling the produced state as a statistical mixture of thermal
and squeezed states, the excess noise on the system is plotted. (b) The Efficiency from
equation (4.26]) is plotted for the corresponding data.

mean of the values in figure [£.12b.Figure shows this figure, the behaviour of which
closely resembles the pump induced absorption in figure 4.3, From this we can conclude
that a major source of the do-dependent degradation in squeezing is the asymmetric
Raman absorption profile. The corresponding efficiency of the process as a function
of two-photon detuning is displayed in [4.13b. Note that the efficiency for the analysis
performed on this set of measurements is less than displayed in figure [£.12h. This is
because later alignment and improvements of the experiment yielded a higher degree of
squeezing some time after the do-dependence data were taken.

A key figure of merit of the source of squeezed light is the range of frequencies over
which the state can be generated. This is important since atom based applications of
squeezed light require specific frequencies which may vary from experiment to experiment.
The frequency of the output state is tuned directly by the one-photon detuning A of the
pump from the excited state (see figure [4.1). Figure |4.14pa shows the squeezed and anti-

squeezed quadrature noise for a one GHz scan of the one-photon detuning from 400 MHz
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to 1400 MHz blue of the FF = 1 — F” transition. From about 650 MHz to 1100 MHz
the squeezing is roughly constant. The wide range of tuneability in this setup stems
from its off resonant nature. For larger detunings, the squeezing decreases as a result of
the decrease in y® which falls off with A. For smaller detunings, the process becomes
dominated by additional effects such as pump scattering and losses from the Doppler
broadened resonance begin to dominate. The optimal one-photon detuning is thus a
compromise between maximizing the nonlinearity and minimizing the loss.

The dependence of temperature on squeezing was also explored. Since the squeezing

is related to the gain via equation (4.25) with ¢ = cosh™* (\/@), the squeezing is ex-

pected to scale in the same manner as the gain, which increased up to around 150°C.
Figure displays the squeezing obtained as a function of temperature. The resultant
efficiency is included as the deviation from 7n,, = 0.5 for each temperature. Although the
magnitude of quadrature squeezing increased with temperature as expected, the anti-
squeezed quadrature increased such that the efficiency remained approximately constant
for all temperatures. Since the Doppler width scales as v/T, the inhomogenous broad-
ened line width did not increase dramatically over this range of temperatures. On the
contrary, the number density more than doubled over this temperature range and so this
sharp dependence on temperature is most likely number-density dependent. From figure
[4.4] the gain should increase by approximately a factor of 4 over this range and thus
we expect a significant increase in squeezing. However additional noise-adding nonlinear
processes increase concordantly with number density and introduce excess noise which

reduces the effective efficiency of the squeezed source.
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Figure 4.14: (a) The tuneability of the absolute frequency of the squeezing process is
plotted by adjusting the one-photon detuning. (b) The effect of temperature on the
absolute squeezing, and the efficiency of the resultant state. The black, dotted line
shows the deviation of 7y, from 0.5, scaled by a factor of 10. The dip in the datum
around 131°C was the result of accidental misalignment which was not noticed at the
time of the experiment.
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Chapter 5
An Atomic Source of Narrowband Single Photons

The historical workhorse of single photon generation is spontaneous parametric down
conversion (SPDC) [16]. SPDC photon sources exploit the fact that ideally, photons are
always emitted in pairs, into distinct channels. The measurement of a single photon
in one channel collapses the state of the other channel to a single photon Fock state.
One of the drawbacks of the conventional SPDC approach is that even if the emission
wavelength matches that of an electronic transition, the phase-matching bandwidth is
much wider than a typical atomic line-width. As a result, even SPDC sources which
operate at the desired central wavelength produce photons which have a low probability
of atomic interaction owing to spectral mismatch] A natural solution to this problem is
to use atoms to generate the quantum state of light rather than a bulk crystal, so that
the light then naturally has the correct spectral characteristics to be efficiently mapped
into another atomic system.

Our atomic photon source operates on the principle that in the unseeded case, the
4WM system produces a two-mode squeezed vacuum state described in the Fock basis
by equation . A photon in the idler channel then implies the existence of a photon
in the signal channel as in SPDC. Defining G = cosh? ¢ as in the previous chapter, we

see that the signal channel obeys thermal statistics when the idler channel is traced out:

ﬁszéi(%)nmxm. 65.1)

An important drawback lies in the fact that conditioned upon one and only one

!Quantitatively, the typical atomic transition has a line width Arv ~ 10' MHz whereas a typical
SPDC process has Av ~ 107 MHz.
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photon in the idler channel the signal is the single photon Fock state |1). However, the
single photon counters employed in our experiment, and indeed in nearly all experiments,
do not resolve the number of photons present, but rather the presence of at least one
photon. The state conditioned on a detection event is thus not truly a pure Fock state,
but rather an approximation whose fidelity depends on the squeezing parameter. The

renormalized state in the case of at least one photon becomes:

= 3 (S5 ml 52

n=1
The fidelity of the conditioned state is then:

1

fiy = (17 = 5. (5.3)

For optimal fidelity, the gain must be kept low. However, from equation the
mean photon number in the signal channel is given by G — 1, and so the experimental
count rate decreases with gain. Since photon counting modules exhibit false counts which
introduce vacuum and thus lower the fidelity, the gain must be sufficiently high that the
true counts greatly outnumber the dark counts. The optimal fidelity is given by the
gain that balances the trade-off between maximal single-to-multiple photon events and
true-to-false detector counts.

Using the analysis of the previous chapter, we were able to configure the system to
produce high quality single photon states. The basic experimental procedure was

as follows:

1. Operating in the low-gain unseeded regime, the signal channel was mixed with the
local oscillator and continuously monitored at the homodyne detector, resulting in

a background thermal state.
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2. The idler channel registered a photon event, heralding a signal photon at the ho-
modyne detector. This triggered an acquisition card to record the photocurrent for
a temporal window about the photon event. This trace corresponded to a single,

unprocessed quadrature datum.

3. After collecting a large number of quadrature data, each trace was integrated along
the temporal mode of the photon creating a single quadrature point as per equation

(3.2). This formed the marginal quadrature distribution.

4. A maximum likelihood estimation of the density matrix corresponding to the marginal

distribution was made, as described in section |3.2.1]

5. (Optional) The Wigner function corresponding to the density matrix was computed

using equation ([2.32]).

In order to ensure that the trigger event corresponded to an idler photon and not
a pump, background, or signal photon, the trigger channel required significant filtering.
This is addressed in section An additional challenge arose in that we did not know
the temporal wave function ¢(¢) of the heralded photon in advance. Without (t), we
could not reconstruct the quadratures in step 2 above as described in section [3.1.3] We

developed several methods to address this challenge which are described in section 5.3|

5.1 Experimental Design

The full experiment layout is shown in figure [5.1. The pump laser was derived from
the Ti:Sa and could be seeded as in the relative intensity squeezing experiment for the
purpose of alignment. The system was operated at low gain as per equation ({5.3)), with
cell temperature of 97 °C corresponding to a gain of about 1.1. All of the alignment

was performed with a weak seed to provide a measurable signal at each mirror, and the
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seed was blocked during the experimental runs. The signal channel was continuously
monitored on a homodyne detector while the output was sent to an Agilent Acquiris DP
214 digital acquisition card. The idler channel was subject to a high degree of spectral and
spatial filtering (see next section) and sent to a single photon counting module (SPCM).
Upon receiving a photon event, the SPCM triggered the acquisition hardware to save all
homodyne current within a temporal window of 180 ns for later analysis.

We initially faced the challenge of producing a phase-stable local oscillator for detect-
ing the quadrature of the signal field. We could not seed the process as in the case of
quadrature squeezing since we were operating at low gain and the resultant intensity was
very weak (on the order of 10 pW), whereas the noise equivalent power of the homodyne
detector was on the order of 1 mW. To bypass this problem we phase locked a separate
external cavity diode cavity laser (Toptica DL 100) to the Ti:Sa at a frequency separa-
tion equal to the hyperfine ground state splitting of Rb, thus matching the generated
signal field. The self-built optical PLL [82] which was used for an earlier experiment on
double-lambda systems [15] allowed up to 20 mW of local oscillator power, with residual
phase noise with respect to the pump of less than 10 Hz. A small fraction of this beam
was tapped off and sent through an auxiliary Rb cell for purposes of spectroscopy. A
weak portion of the pump was also tapped off and mixed with the spectroscopy beam.
The resultant beat frequency between the spectroscopy laser and the pump beam allowed
us to monitor and set the one photon pump detuning with respect to 8°Rb atoms.

To compensate for the slight birefringence in the glass of the atomic vapour cell as
well as Faraday polarization rotation from the atoms, a quarter-wave and a half-wave
plate were placed at the exit of the cell. The pump was then attenuated by two successive
polarizing beam-splitters. The signal and idler channels were allowed to propagate for
some distance to allow for spatial filtration of the pump, as discussed in detail in the

next section.
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Since the 4WM process was spatially multimode [32], the mode selection was non-
trivial. The idler channel was sent to a single mode fiber, subjected to spectral filtering,
and then to a SPCM-AQR-14 Perkin Elmer single photon counting module (SPCM).
Upon detection of a single photon at the SPCM, the signal channel collapsed to well-
defined spatio-temporal mode as described by the Klyshko advanced wave model [85], [86].
According to this model, the heralded mode of the signal photon is that of the spatial filter
of the idler, namely a single mode fiber which closely approximates a TEMy, Hermite-
Gaussian mode [87]. Instead of applying spatial filtration directly to the signal channel
which would have introduce a loss, we spatially filtered the local oscillator which selected
an approximate TEMgg spatial mode without imposing any loss on the signal. Telescopes

in each channel matched the waist and origin of each of the Gaussian modes.

5.2 Filtering out the Pump Field: Monolithic Filter Cavity

Imagine a grain of red sand dispersed throughout pile of black sand the size of a large
mountain which is pouring into a container from above over the course of a second.
Now imagine we must devise an apparatus which lets only the red grain of sand into
a container and rejects all of the others. This was the order of magnitude of filtering
required in the experiment to separate the idler photons from the pump beam. Each
pump photon which made it through the filters to the SPCM caused a “false trigger”
event. Consequentially, the detected state was then the background thermal state instead
of the desired |1), lowering the fidelity of the reconstructed data. Clearly we needed far
fewer pump photons than idler photons in the trigger channel. Since the mean photon
number of the pump beam was on the order of (n) = 10'®, whereas the signal beam had

(n) ~ 0.1 a suppression of over 170 dB was required for a SNR of at least 10:1.
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5.2.1 Polarization and Spatial Filtering

Using the fact that the pump photons were orthogonal to the signal and idler, we ob-
tained 50 dB of suppression with two successive polarizing beam splitters. Additionally,
the signal and idler beams were at a small angle with respect to the pump, we allowed
approximately 1.5 meters of free space propagation to spatially separate signal, idler and
pump photons. One might ask why we did not allow much longer free space propagation
to obtain arbitrarily large spatial separation. The reason is three-fold: First, the degrad-
ing effects of air fluctuations and mechanical motion of mirrors become more pronounced
with propagation distance. Second, some pump light is scattered directly into the mode
the idler mode and beam propagation, no matter how far, will not filter out this light.
Finally, after a propagation distance of several Rayleigh lengths, i.e. the far field, the
beam divergence and spatial separation each increase linearly and further propagation
will not decrease the mode overlap which reaches an asymptote.

The measure of spatial filtering obtained by propagation was a competition between
beam divergence and separation of the beam centres. Since 6 < 1, the beam separation
Ax after a distance z from the atoms was Ax = zf. On the other hand the beam width
for z > zi (see appendix , was w(z) ~ —2-z. The separation between the pump and

TWo

idler beams was then
_ éwo,p -+ Wo,i 5
T Wo,pWo,i

Ax,,; = (0 (5.4)

The first term is the angular separation and the second term represents the beam diver-
gence. Clearly, for the fixed beam waist sizes in our experiment there was a minimum
angle possible, below which divergence would cause the beams to overlap after propaga-
tion. For our parameters this corresponded to approximately 1 mrad. Figure shows
the attenuation of the pump beam for our beam parameters. From this our pump at-

tenuation was expected to be at least 70 dB after isolating the idler mode by passing it
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Figure 5.2: Spatial filtering in the setup: (a) shows the competition between beam diver-
gence and spatial separation obtained by beam propagation. In (b) the overlap between
the beams as a function of propagation is calculated for the experimental parameters:
wep = 550pm, wy; = 400pum, 0 = 4.2 mrad. The inset shows the far-field overlap which
approaches an asymptotic limit.

through a single mode fiber, neglecting pump photons which were scattered into the fiber
mode. We still needed over 50 dB of pump suppression to isolate single photons in the

idler channel. To this end, we employed a novel design for a Fabry-Perot filter cavity.

5.2.2  Fabry Perot Filter Cavities

A high quality spectral filter can be made by placing two mirrors separated by distance
[, with high reflectivity R (such that 1 — R < 1) along the optical axis as diagrammed
in figure[5.3] As light is incident upon the first mirror, a small portion of the field enters
the resonator and propagates back and forth between the mirrors. Most light incident
on the cavity is reflected, but for certain frequencies, the phase acquired through one

complete passage meets the resonance condition:

A¢ =kl =qm, withqge Z (5.5)
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and the internal field constructively interferes with the incident light, quickly building
up inside the cavity and allowing for perfect transmission. Since these resonances can
be quite narrow, light of a given frequency can be isolated from a noisy background.
To understand the transmission profile in more detail, consider a plane wave in the z-
direction F;,e’** incident on the cavity in figure After the first mirror and traversing
the cavity with an intensity loss of 1 —n?, the field becomes ntE;,e™**, where t is the field
transmission related to the intensity reflectivity as t* = 1 —r?> = 1 — R. At this point
the light could either escape the cavity with amplitude ¢ or bounce back any number of
times before exiting, picking up a factor n?r2e?*% each time it does so. The total field at
the output is the sum of each of the escaped field amplitudes:
nt2eiM

out _ t2 zklz RQ 2'Lkl 'm _ A Ezn (56)

1 — n2r2e2ikl
where we’ve identified the geometric series in the summation. The intensity transmission
function is defined as o/l = \EoutIZ / |Em]2 Using ‘1 — xew’ = (1 — )% + 4asin® 0
and noting that kl = nlw/c, n being the index of refraction of the intracavity medium,

we arrive at:

1
0 + Fsin® (Zw)
where F' = 4R/(1 — R)? is the coefficient of finesse and 0 = (1 — n?R)?/n*(1 — R)?

T(w) =

(5.7)

quantifies the intracavity loss. Note that ¢? > 1 with equality holding only for the case
of no intracavity loss (% — 1).

Equation (j5.7)) illustrates a number of important features of Fabry-Perot filters. First,
the transmission at resonance is 0=2 i.e. for a lossless cavity, perfect transmission is

obtained, but the maximum obtainable transmission decreases with loss. For high reflec-

tivity, this decrease in maximum transmission is sharp with loss, as shown in figure |5.4}
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Figure 5.3: Illustration of the model for a simple Fabry-Perot Cavity. Loss in the cavity
is modelled as a beam splitter with transmisivity 7.

Second, the profile is periodic owing to the sin®(nlw/c) term in the denominator. The

period is known as the free spectral range (F'SR):

C
F = —. .
SR=5— (5.8)

Note that the F'SR is solely a function of the cavity geometry. Transmission profile for
n =1 and 0.995 with R = 0.97 is shown in figure

Near resonance the small angle approximation applies and the transmission profile
approaches a Lorentzian with full width at half maximunﬂ (FWHM), given by Av =
% F x FSR. This motivates the definition of the finesse as the ratio between the peak

separation and the line width:

FSR

F = A,

(5.9)

_ 2VF

o

In terms of the loss parameter and the coefficient of finesse, F so losses degrade

the finesse and decrease the “sharpness” of the cavity profile.

_ —1
2For small z, sin®z ~ 2% so (1 + Fsin®(nlw/c)) ! becomes (1 + (\/F%l)%ﬁ) , a Lorenztian with
FWHM Aw = 2rAv = 4VF 3% = 4VF x FSR.
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Figure 5.4: (a) Transmission spectrum spectrum for a Fabry-Perot Cavity over several
FSRs with (blue) and without (red) loss. The reflectivity was set to R = .97 and the
loss was 1 — n? = 0.005. The lower inset displays the transmission minimum for the
normalized transmission spectra, showing the degrading effect of loss on the filter (b)
The maximum transmission (solid green) and corresponding finesse F (dotted black) as
a function of mirror reflectivity R for a cavity with a round trip loss of 0.005.

A final important note regarding equation is that the transmission minimum
ideally scales as F~2 so a high finesse is a crucial parameter for the quality of a filter.
However, since both finesse and peak transmission scale sharply as R — 1, there is
a fundamental trade-off between peak transmission and unwanted mode rejection as
diagrammed in figure [5.4, Higher quality filters thus require low optical losses since we

require 1 — L < R for high transmission.

5.2.3 Spherical Fabry-Perot Cavities

The assumption of an incident plane wave in the preceding analysis ensured that wave-
front of the internal cavity field matched the mirrors at all points. This idealization can
not be met in reality for two reasons. First, imperfections in the cavity surface cause
wavefront mismatch and lower the effective fidelity. More fundamentally, plane waves

are an idealization: real beams diverge while propagating (see Appendix , and after
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several round trips the mismatch between incident and propagating light destroys the
constructive interference causing resonance. For this reason, planar Fabry-Perot cavities
are limited to a finesse of about 100.

In order to circumvent this problem, concave mirrors can be used in place of flat
mirrors to form a spherical Fabry-Perot cavity. The resonant modes of such a cavity are
to close approximation the Hermite-Gauss modes of order (m,n) denoted TEM,,,, [88].
The resonance condition is still valid but for Gaussian modes propagating through
a focus, an additional phase is acquired as compared to a plane wave, known as the Gouy

Phase. The Gouy phase of a TEM,,,, mode is

¢ = (1+m+n)tan™! i (5.10)

Taking the Gouy phase shift into account, the condition for resonance of a TEM,,,,, mode

in a spherical Fabry-Perot cavity of length L with radii of curvature r; and r, becomes

[39]

1 L L
Vgmn = i q+ $ arccos \/(1 — 7“_1)(1 — 7’_2>] , where ¢, m,n € Z (5.11)

The first term represents the plane wave resonance condition and the second term is the
Gaussian beam correction.

While the refocusing effect of the spherical Fabry-Perot mirrors corrects for the beam
divergence, the focus can be made too tight such that no Gaussian beam exists for which
the radii of curvature at the cavity boundaries match the mirror surfaces. At this point,
the resonator is said to be unstable. The condition for cavity stability was studied in [8§]
in which the cavity was modelled as a series of lenses separated by distance nL = L'. In
this case, the resonant field is the infinite product of ray-transfer matrices which may or

may not diverge. The condition for convergence (and thus for cavity stability) can be
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Figure 5.5: (a) Cavity Stability: the lighter region meets the condition for resonator
stability. Various configurations are displayed at their location on the stability plot. (b)
A typical spectrum of a spherical Fabry-Perot cavity with an input that is not perfectly
matched to the fundamental cavity mode. Such a spectrum displays the decomposition
of the input mode into the basis defined by the cavity.

written as:

0< (1-%) (1-%) <1 (5.12)

Defining the coordinates g1y = (1 — nL/Ry(2)), the region of cavity stability can then
be visualized as in figure (5.58).

The resonance condition implies that separate transverse modes are resonant
to different frequencies. The exceptions are flat mirror (r — o) and confocal (r = L)
cavities for which all transverse modes are degenerate. Confocal cavities are often used

to ease the mode-matching process.
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5.2.4 Our Design: A Monolithic Non-Confocal Fabry-Perot

Traditionally, filter cavities in quantum optics experiments have fallen into two categories:
solid flat-surface Fabry-Perot cavities also known as etalons, and spherical Fabry-Perot
cavities formed with separate mirrors. The solid design is highly stable and simple
to construct but suffers from limited finesse. Several successive cavities are typically
needed to obtain a high degree of filtering. In addition, tuning the resonant frequency
is a challenge and is typically accomplished by thermal expansion or tilting the cavity
at a small angle with respect to the beam. On the other hand, spherical Fabry-Perot
cavities are capable of achieving high finesse and are easily tuned, but the separation
between them must be actively stabilized. This is typically achieved by monitoring
the transmission frequency of an auxiliary beam and providing feedback to maintain a
constant transmission. However, residual phase noise from this process is never fully
suppressed and is transferred to the transmitted light. In addition, the locking beam
must then be filtered out so that it does not corrupt the signal. When the signal is a
single photon, this is a considerable challenge.

Our approach was to employ a hybrid between the two existing paradigms, a mono-
lithic spherical Fabry-Perot filter constructed by coating a standard lens substrate with
high-reflectivity coating. This had the advantage of high degree of filtration after a single
pass through the cavity while maintaining good transmission of the desired photon. The
monolithic design provided long term stability without introducing any optical locking
techniques. Operating in the non-confocal regime allowed for additional spatial filtering
since pump light in a different spatial mode than the photons will not be matched to the
cavity mode and photons which may escape the cavity at the pump frequency will not

be in the same spatial mode as the idler photons.
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Tuning was accomplished by utilizing thermal expansion of the substrate:

dL
= — alL 1
o =« (5.13)

where « is the coefficient of thermal expansion of the substrate. The shift in frequency of

the ' longitudinal mode with temperature can then be found as follows: the condition

for resonance isﬂ V= (5t

dv ovdL Ovdn
AT~ OLdT ' ondl (5.14)

- 52t o )

__qc( Ldn

2nL ndT
= —RKUV
where Kk = a + %g—;ﬁ is the sum of the thermal expansion coefficient and the fractional

change in index of refraction with temperature and is well known for optical materials
[90].

Practically, a high value of K meant easier tuning whereas a low x meant a higher
tolerance to temperature drift. Our design principle was to find the highest x (and
thus fastest tuneability) available such that the temperature fluctuations in our system
corresponded to frequency shifts of less than a cavity line-width. Of the possible optical
materials, BK7 had the highest £ with o = 7.4 x 107% and ——|>\ 795mm = 2.5 x 1076
[90]. Given this, % = 3.7 GHz/K. Since Av = 0.084 GHz, we required a temperature
stability of 0.023 °C, which was obtainable with current technology. We could then scan
over a 'SR by change in temperature of 6.24 °C.

We placed the cavity in a standard lens mount (Thorlabs HCS031) with a temperature

transducer (Analog Devices AD590) physically inserted into the mount. The detector was

3...ignoring for now, the Gaussian beam correction since typically, ¢ > m,n
4Actually, n = n(v,T), but Al/% ~ 9 x 1077, while AT% ~ 2 x 107° over a F'SR and so the

variation of index of refraction with frequency may be safely neglected.



Y

plaly °o
U

~—"
Photodiode

Figure 5.6: (a) Mode-matching to the cavity was achieved by matching the radii of
curvature of the Gaussian beam to the cavity mirrors. (b) In order to aid the align-
ment procedure, the transverse mode structure could be monitored on a CCD camera
simultaneously with the cavity intensity transmission on a photodiode.

thermally coupled to a Peltier element with a large aluminum block serving as a heat-
sink. The Peltier element was controlled by a PID feedback-loop controller (Thorlabs
ITC-110) which maintained a constant substrate temperature to 0.01 °C, which was
within the desired tolerance.

The beam was matched to the fundamental mode of the cavity by matching the
radius of curvature of the input Gaussian beam to that of the mirror surfaces. Since our
cavity was formed from a plano-convex lens, the beam was focused at the planar side
(R(0) = Ry = 00.) We then required the beam to have a radius of curvature at the other
surface to be R(nL) = R,. Using equation this yielded the required beam waist of

the fundamental cavity mode:

L | R
=4/ —/— —1. 1
Wo ¢ T ’nL (5 5)

For our parameters of Ry = 40.68 mm, ngg7 = 1.51 at A = 795 nm, and L = 5.3 mm the
fundamental mode was a Gaussian beam focused at the planar side of the cavity with
waist wy = 64.0um. Figure shows the setup for matching the optical mode to the

cavity.
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5.2.5 Filter Cavity Performance

Since we needed to isolate the idler photons at frequency w;, from both pump and signal
photons at frequency w, ~ w;+3.04 GHz and w; ~ w;+6.08 GHz respectively, we required
a cavity with simultaneous rejection at these frequency differences from the resonance.
To simplify this condition, we decided on a cavity for which each of these frequencies
was within a single free spectral range. Based on the availability of lens substrates, we
had six lenses coated by Lambda Research Optics, two each of center thickness d = 4.3
mm, d = 5.3 mm, and d = 7.5 mm corresponding to a F'SR of 23.1 GHz, 18.7 GHz,
and 13.2 GHz respectively. Each lens had a radius of curvature Ry = 40.68 mm and was
specified to a surface flatness of A\/10 at 633 nm. The reflectivity of each surface was
R =.990 £ 0.0025 at A = 795 nm leading to an ideal finesse of F = 312.

In order to investigate the performance of the filter cavities, we first focused a Gaus-
sian beam with the desired waist at the flat side of the cavity (equation ({5.15))), and
simultaneously observed the output of the cavity on a photodetector and on a ccd cam-
era as diagrammed in figure [5.6, The detector allowed us to observe the transmission
spectrum and the camera displayed the transverse mode of a given transmission peak.
The cavity alignment was then optimized by making iterative adjustments to the input
focus and incident angle, maximizing the TEMq, transmission peak while minimizing all
peaks corresponding to higher order modes. We achieved a maximum transmission of
60% while suppressing all higher modes by at least 30 dB.

Figure displays a scan of the d = 4.3 mm cavity over a full FSR. The FSR was
23.14+0.2 GHz which is consistent with the theoretical value of 23.09 GHz from eq. .
We fit the transmission profile of the TEMgg mode to a Lorentzian and found Ar = 83.85

MHZH The ratio of F'SR to line-width gave us a cavity finesse of 275 MHz, less than the

This was in actuality a convolution between the laser line-width and the cavity transmission but since
the laser was narrowband with respect to the cavity transmission profile (Avjgser = 100 kHz < 83.85
MHz), this contribution was negligible.
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Figure 5.7: (a) The transmission profile of the d = 4.3 mm filter cavity over an entire
FSR. The plot was normalized to a peak transmission of 55%. Transverse profiles of
the first three peaks are shown as they appeared on the ccd camera and are identified
as the TEMy,, TEMy; and TEMy, modes. The inset shows a Lorentzian fit to the
fundamental peak. (b) The same plot, but on a logarithmic scale to illustrate the rejection
of unwanted frequency modes. The spectral location of the idler, pump, and signal
photons is displayed.

ideal value as result of loss, surface defects, and imperfect mode matching as discussed
above. This imperfect mode-matching lead to several higher order transverse modes
apparent in the spectrum, but aside from these narrow peaks, a high degree of isolation
at separate frequencies was obtained. We also observed the spectrum on a logarithmic
scale in order to quantify the frequency isolation with respect to the idler photons we
wanted to isolate. The transmission for off-resonant frequencies was about 48 dB barring
discrete higher order resonant frequencies. The transmission of both the pump and signal
frequencies were constrained by this noise bound.

We investigated the temperature tuneability by observing the shift in a given reso-
nance peak for varying temperatures, as shown in figure [5.8 The slope was seen to be
linear with slope of 3046 MHz/°C. This differed from the theoretically predicted value of
3732 MHz/°C using coefficients from the literature. This discrepancy was most likely due
to a combination of inaccuracy in the stated values BK7 (which varied by 20% depend-

ing on the source) and the temperature calibration of our sensor. However, our primary
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Figure 5.8: (a) The calibration curve for temperature tuning the cavity resonance. Blue
dots show the frequency of the transmission peak at a given temperature. The red line
is a linear fit with slope -3046 MHz/°C. (b) The long term frequency stability of our
system. The transmission frequency (blue squares) was measured over a 25 minute span.
The green curve shows the cavity transmission profile for scale, and the shaded area
represents the cavity FWHM.

concern was the ability to tune a particular substrate to a given frequency which was
possible from this calibration curve. In order to verify the long-term frequency stability
of our filter cavities, we monitored the frequency difference of the transmission peak with
respect to a separate laser which was stabilized to an atomic transition using saturated
absorption spectroscopy. We observed a drift of +£15.5MHz = 0.18Av over a two hour
span with a maximum drift velocity of 0.04Avr/minute. Figure displays a 15 minute
interval of this measurement.

The slight birefringence in BK7 led to a splitting of transmission peaks for horizontal
(s) and vertical (p) polarizations. Since we were using linearly polarized light, we simply
aligned the polarization to the fast or slow axis of the substrate in order to maximize the
transmission. If we were using circularly polarized photons a material with less birefrin-
gence would have been needed. The transmission for s, p and (s + p)/v/2 polarizations

is shown in figure [5.9] Incidentally, this plot served as an accurate measurement of the

birefringence of the substrate: Since resonance implied L = 527 = QEPCV for each polar-
sVs pVp
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Figure 5.9: (a) The birefringence of the substrate led to separate peaks for s and p
polarized light. (b) The slow light effect of the cavity’s steep transmission profile gave
important timing information for the single photon experiment.

ization, and noting that for small birefringence, the peak for each polarization is the same
longitudinal mode number ¢, we have n,v, = nsv, so that Av = vy — v, = v,(1 — Z—;VS).

The birefringence is thus:

(1_&) _Av
np 14

For our substrate, this corresponded to 4.79 x 10~".

(5.16)

Since the idler photon passing through our cavity was used to trigger a temporal
event, it was important to quantify the cavity-induced delay the photon experienced. To
this end, we created a 40 ns pulse of light which was split and sent through equal path
lengths, one containing the cavity and the other, free space. The delay, shown in figure

.9 was found to be 4.4 ns, which corresponded to a free space delay of 1.32 m.

5.3 Inferring the Temporal Mode of the Photon

In order to reconstruct the quadrature value from homodyne detection, we required the
temporal profile as in equation (3.2]). In previous single photon systems, this mode is
well defined from the characteristics of the system. For example, in the case of an optical

parametric oscillator the temporal mode is approximately a double-decaying exponential
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[20], and in the case of pulsed SPDC, the temporal mode is defined by the pump [19]. In
contrast the 4WM source was in some sense uncharted waters The temporal mode was

not known a priori and we needed to develop methods for inferring it.

5.3.1 Method of Point-Wise Variance

Fock states are noisy. From equation , the quadrature variance of a the state |1)
is thrice that of |0). By monitoring the quadrature variance from the homodyne current
as a function of delay from the trigger event, we found we could map out the magnitude
of the temporal wave function of the photon [i(t)|. We did this by discretizing an
interval of time surrounding the trigger event into N bins. After taking M samples, each
corresponding to an individual trigger event, we computed the variance of each given
bin individually. For a vacuum state, the variance should be constant within statistical
fluctuations at all times, the value of which defines the standard quantum limit. Similarly,
the randomly triggered signal mode should have no variation in variance with time, and
the noise level above the standard quantum limit is given by the gain (equation )
In contrast, the trigger event in the idler channel defines a well defined temporal mode
of a given duration, surrounding the event.

The temporal duration of the photon is roughly determined by its bandwidth via
Atpy =~ (Avpy) ' Since the width of the gain peak in the 4WM system was observed to
be around 27 x 10 MHz, and since the photon bandwidth is determined by the width of
this process, we predicted Aty to be around 16 ns. Both the SPCM and the acquisition
card we chose had temporal resolution of 0.5 ns thus allowing us to temporally resolve
¥(t) but the finite bandwidth of the detector (Av~! ~ 10 ns) smoothed out the profile
and we observed the convolution of the detector’s response function and ) (t).

We employed the following procedure for measuring the point wise variance: The

acquisition card sampled the homodyne current for N = 180 bins of duration 500 ps
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Figure 5.10: (a) Experimentally measured point-wise variance for the single photon ex-
periment. The SQL was set by blocking the input to the homodyne detector. The
background was obtained by randomly triggering the acquisition card. (b) We devel-
oped custom software to interface with the acquisition card, allowing us to monitor the
variance real-time, while aligning the experiment.

around each trigger event and dumped this trace to memory. This was repeated for
M = 10° samples for a given data run. Since the photon counting rate was around
250,000/second, this procedure took approximately 2 seconds. The variance of each bin
over the duration over all traces was calculated and formed one point in the point-wise
variance trace. Such a plot is shown in figure [5.10h.

In order to align the experiment to maximize the magnitude of the triggered feature,
we developed custom software to provide continuous updates of the point-wise variance
while aligning the experiment. This was crucial since subtle alignments made major
differences in the obtained efficiency. From the point-wise variance, we could obtain an
estimate of the fidelity of the retrieved state. Assuming that we have a statistical mixture
of a pure Fock state and vacuum from losses: p = (1 —7)|0)(0] +7|1)(1| the measured
quadrature variance is then (Ag?) = 1—57 + 37, whereas for the vacuum state it is just

(AG2) = % If we measure the ratio of vacuum to triggered variance as r, the efficiency



90

8)1 8t === On Resonance;
17! === BJue Detuned ||
' === Red Detuned

—_

M M »® ® ©

o o o o o

.oww

Normalized Temporal Waveform

10 15 20 _25 30 35 40 . .
T%ne [ns? Time t [I"]

Figure 5.11: (a) The measured temporal profile of the photon for various cavity detunings.
(b) The product of a Lorentzian photon spectrum with an off centre Lorentzian cavity
profile leads to an oscillatory temporal profile.

is then:

r—1
7 5 (5.17)

Experimentally the above assumptions are not met exactly: there is a finite probability
of emitting more than one pair of photons and there is a thermal background present.
Since the thermal background is uncorrelated to the trigger events, it adds in quadrature
and may be subtracted out. Also, as long as the gain is close to 1, contribution from
higher order pairs is small . This allowed an on-the-fly rough estimate of Fock state
fidelity which is displayed on figure [5.10b.

The point-wise variance displayed oscillations with a period of roughly 8 ns. Further-
more, it was found that the temporal profile, the count rate, and the measured fidelity
varied sharply with detuning of the idler photon from the resonant frequency of the
filter cavity. Figure displays the measured point wise variance for several small
detunings with respect to the filter cavity. Note that the temporal profile of the photon

is given by the Fourier transform of the spectral profile. Assuming a Lorentzian gain
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peak, one would naively assume the temporal shape to be the Fourier transform of the
Lorentzian, which is the double-decaying exponential exp(—« |t|). However the spectral
filtering of the lens-cavity yielded a spectral profile which was the product of the lens-
cavity and photon spectra, and the product of two Lorentzian functions is not itself a
Lorentzian. Figure[5.11b shows the expected temporal profile of a spectrally-Lorentzian
photon passed through a Lorentzian filter of the same width for various relative detun-
ings and oscillations in the temporal mode appear as in the point wise variance. This
implies that especially in the case of the idler photon being slightly off cavity resonance,
the signal photon’s spectral profile is determined in part by the spectral filter.

We found that the magnitude of the point-wise variance along with the inferred
efficiency varied dramatically with cavity detuning. For the signal beam blue detuned
with respect to cavity resonance the peak variance was maximized and the temporal
profile contained minor oscillations. On cavity resonance, the count rate was highest,
reaching 10° counts/second, and the temporal profile was wider, but the peak variance
was reduced compared to the blue detuned case. When red-detuned, the increase in
variance due to the photon was barely noticeable above the constant background noise
resulting in poor efficiency (not shown in figure . This behaviour can be understood
in terms of our findings for the two-mode squeezing, particularly in figure [£.13] When red
detuned, the 4WM process is overwhelmed by Raman absorption, resulting in scattering
of uncorrelated photons into the trigger channel. Each of these scattering events results
in a “false click” and the signal to noise ratio of the detected photons is reduced. By
adjusting the cavity to transmit light which is blue detuned with respect to two-photon
resonance, we maximized the probability that the detected photon was from the four-wave
mixing process and thus heralded a photon in the signal channel.

From the variance of thermal background as compared to vacuum, we were able to esti-

mate the mean photon number of the 4WM source. From equation (B.5)), <AXt2hrm> / <AX3aC

)
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Tthem = 27 + 1. Our data showed 74,y = 1.2 implying that for our source, n = 0.1.

5.3.2 Method of Auto-Correlation

An initial question we faced when first analyzing the experiment was whether or not
the correlated photons were emitted in a well defined temporal wave-function. To gain
insight, we addressed the problem in the following way: suppose we have a single photon
which can be in one of infinitely many discrete time bins ¢,, with some probability p,.m.

Denoting a single photon in the m™ bin as ---[0),_, [1), ]0) - = |m), we can write

a1

the density matrix in the orthonormal basis defined by these time-bins as

p=>_ pun|m) (n|. (5.18)

If the state is fully mixed then the density matrix will contain only diagonal terms. On
the other hand, if the photon’s temporal wave-function is a pure state |¢(t)) = > ¢, |n),
then the density matrix will contain off-diagonal terms representing the coherence be-
tween the different moments in time. We thus sought a method to obtain the temporal
density matrix? To this end we discovered a relation between the autocorrelation matrix
of the experimentally measured homodyne current and the density matrix. With the

autocorrelation matrix A defined as

Ay = (i(6)it,)) (5.19)

where the average is taken over all experimental realizations, we have (see Appendix [E.2)

1
A= Relj] +31. (5.20)

6Note the distinction here between the usual density matrix in the Fock basis used everywhere else in
the thesis and the temporal density matrix defined in this restricted Hilbert space, consisting of a single
photon spread out in time.
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Figure 5.12: (a) The autocorrelation matrix reconstructed from an experimental run.
Here the diagonal matrix of the background thermal state has been subtracted off. (b)
Density plot of the auto correlation matrix. The high degree of symmetry about the z —y
axis implies a pure temporal mode.

Figure displays the autocorrelation matrix of the photocurrent we measured in an
experimental run. To isolate the photon from the thermal background and the detectors
response function, we first calculated the autocorrelation of the (untriggered) background
and subtracted it from that of the triggered photon state. This also removed the identity
term from equation leaving only Re[p]. From the top view, we found that the
central feature of A was round in shape, and symmetric about x and y, implying that it
could be written as the product of a vector |1 ){( ], i.e. a pure temporal state. We then
diagonalized A and found that the matrix had a primary eigenvalue, roughly 50 times
larger than any other eigenvalue. The eigenvector corresponding to this eigenvalue thus
represents the temporal weighting function ¢. This vector, as well as the corresponding

vector found using other approaches is displayed in figure [5.13p.

5.3.3 Method of Genetic Algorithm

Determining the correct temporal mode can be thought of as an optimization problem:

given the space of all real weighting functions v;(¢) find the particular function that max-
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imizes the quality of the reconstructed state. This could mean maximizing the variance
of the heralded quadrature distribution, or maximizing the single photon probability
(1| p|1) of the resultant density matrix. Since the problem is not necessarily convex or
linear, many optimization procedures may become stuck at a local maximum. An elegant
approach to optimization under these circumstances is the use of a genetic algorithm [91].

Genetic algorithms borrow from the concept of Darwinian evolution [92]. The func-
tion to be optimized is parameterized in terms of a bit-sequence called a genome. The
fitness of a given genome is evaluated by a fitness function f which returns a real number
that increases based on how well suited the genome is to solving the problem. Initially, a
population of random genomes is chosen and their fitness is evaluated. Parent genomes
are then chosen in pairs which “mate” by producing offspring whose genomes are formed
as combinations of the parents’ genomes. The process works as a lottery in which the
probability of being chosen as a mate increases with f. This “mating procedure” is re-
peated until a new generation is populated, and the procedure repeats. This is continued
until a satisfactory solution is found, or until manual termination of the program. In or-
der to avoid local maxima, random mutations in the genomes occur with some probability
at the beginning of each generation.

For the problem of finding the optimal wave function, the genome encoding was
chosen as the sum of n Gaussians, with standard deviation ranging from 1 to 2™, height
from 1 — 2571 to 2°~! and position chosen from 2! bins evenly spaced across the chosen
temporal range of the photon, yielding a n x m X s X t-bit genome. The fitness was
chosen as a monotonically increasing (polynomial) function of either the variance, or the
single photon component of a least-squares fit to a truncated density matrix. The least
squares fit was performed by assuming a statistical mixture of photons (no off-diagonal
elements) with maximum photon number 3. The marginal distribution of the resultant

density matrix was then an analytic expression in 3 unknowns: Pr(z) = (1 —n —ny —
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Figure 5.13: (a) The genetic algorithm program estimating the wave function of some ex-
perimental data. The upper panel displays the fittest genome and the lower panel shows
the marginal quadrature distribution for this temporal mode of this genome. (b) Com-
parison of the different methods for inferring the temporal wave-function of the photon.
Although the point-wise variance is positive-definite, the square of the auto-correlation
function closely resembles the point-wise variance as seen in the inset.

n3) Pro(x) + m1 Pri(x) + 1o Pro(z) + 13 Pr3(z) where Pr,(x) is the Fock state marginal
distribution. The least squares solution could be written directly and the fitness was
then proportional to 7;.

The mating procedure used in the program was based on the “Roulette wheel” se-
lection. Here a random number x between 0 and the total fitness of the population
F = > f; is chosen. The fitness of each member of the population is then added until
this sum exceeds x, at which point, the last member who’s fitness was added is chosen
for mating, and the next random number is chosen. This method has the property that
even the fittest member of the generation may not be selected. To ensure at least one
copy of the fittest gene survives, the principle of “elitism” is employed in which the fittest
member is copied automatically to the next generation. Random mutations may then
occur with some small probability to the remainder of the population and the process is

repeated. Figure [5.13h shows the program in action.
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Figure 5.14: (a) Fock (red) and vacuum (blue) quadratures for a given data run. Each
trace contains 10° points. (b) Marginal histograms for the data in (a).

We found that after a few hundred generations, the solution did not significantly
change and that most of the time, a solution was found that closely resembled the tem-
poral profiles inferred by point-wise variance and autocorrelation. On one hand this was
good in that it con fired the consistency of the above approaches, but of course was less
dramatic than a vastly different mode evolved genetically. We also noted that the profiles
that maximized p;; were slightly different than those that maximized the variance. We
attribute this to the fact that in the presence of the noisy thermal state, the maximal
variance is obtained not only by including the photon, but also the noisy background
at the periphery of ¥(t). In contrast, the least squares method weights the background
less since it contains 0 and 2 photon components which are included at the expense of
p11- Given the wave function found by one of several different methods, we could then
proceed to produce the quadrature ensemble and reconstruct the full density matrix of

the heralded state.
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5.4 Experimental results

5.4.1 Tomographic Reconstruction of Heralded Photon

Given the temporal mode of the heralded photon, we could produce the set of measured
quadratures using equation (3.2). We collected 10° quadrature samples to form the
marginal quadrature distribution which was then analyzed using an iterative maximum
likelihood program. Figure [5.14] shows the marginals for the Fock vacuum data. Note
that the marginal distribution displayed a clear dip at the origin as expected for the
single photon state. In the ideal case, the probability of measuring a quadrature value
of zero vanishes, but this is not the case here owing to the mixture of vacuum due to
loss and thermal state due to the background. The corresponding density matrix and
Wigner function are displayed in figure [5.15] As expected for the single photon, the
heralded state showed no quadrature phase dependence. We verified this by scanning
the phase of the local oscillator and observing the resultant distribution. This simplified
the experiment since small phase shifts due to mechanical vibrations did not affect the
measured state.

The high uncorrected single photon fidelity obtained here is notable since it is roughly
an order of magnitude higher than that of previous atomic sources. The diagonal den-
sity matrix elements were (poo, p11, P22, p33) = (0.424,0.488,0.069,0.019), with relative
uncertainty given by the standard error of 1/v/N = 3% [93]. The relatively high two-
photon fraction of 0.069 as compared to SPDC sources for which pss ~ 0.01 depending
on the source [94, 05], was most likely due to several effects. First, in order to obtain
high efficiency, we needed to operate at a temperature corresponding to a gain of 1.1.
From equation , the ratio of double to single photon probabilities was 1 —1/G ~ 9%
here. Additionally, Raman scattering of pump photons off atoms flying into the beam

contribute a thermal background. The portion of this background which is scattered
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Figure 5.15: (a) The reconstructed Wigner function of the state produced in the exper-
iment, showing the characteristic dip at the origin. (b) The density matrix recovered
from the maximum likelihood procedure showing p;; = 0.487. (c) Cross-section of the
recovered Wigner function displaying a negative value at the origin due to large single
photon and minor three photon components.



99

into the mode of the signal photons will contribute to the two photon component of the

reconstructed density matrix.

5.4.2 Performance of the Source in Terms of Standard Figures of Merit

In contrast to previous experiments on atomic based photon sources, our tomographic
reconstruction of the density matrix gave full information of the quantum state emitted
from the atoms. This allowed us to calculate common figures of merit for single pho-
ton sources defining the state as non-classical as in section 2.5] We found that in the
uncorrected reconstructed temporal mode the second order correlation of the field was
¢?@(0) = (a'ataa)/ (7)* = 0.51 < 1 and the Mandel Q-parameter is Q = —0.32 < 0 evi-
dencing the nonclassical character of our photon source. The difference between the ideal
value of ¢ = 0 and our reported figure is primarily due to the higher-number terms re-
sulting from the background thermal state. When we operated the process at much lower
gain, corresponding to a temperature of 69°C, our two-photon component was negligible
and was bounded above only by the statistical uncertainty of our measurement (0.3%).
In this case the second order correlation was bounded above by ¢®(0) < 0.13. However,
the single photon fidelity was lower at this gain, reaching only 21%. This was most
likely due to a poorer signal to background noise ratio as the count rate was significantly
reduced at this temperature.

Another figure of merit for a heralded photon source is the conditional cross-correlation
function which quantifies the probability that a photon in the trigger channel accompa-
nies a photon at the homodyne detector, compared to the probability that the homodyne
detector detects a photon without a trigger event. For continuously monitored homodyne

current, this can be written in terms of the quadrature variance of the triggered data

~

(AX

trig

) and the thermal background (AXZ,) as [20]
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)

At lower temperatures we find 95(12 = 24.2 > 1 at zero delay whereas for higher tempera-

2 _6.0.

tures we measure s

A noteworthy aspect of our results is that the above values are not corrected for
loss, and the system is taken as-is. Our uncorrected photon efficiency, known as the
heralding efficiency is an order of magnitude higher than other atomic sources reported
in the literature. Omne reason for this dramatic increase was that we used homodyne
detectors which have quantum efficiency as high as 90% as opposed to the less than 50%
efficiency of the SPCMs used in previous experiments. Correcting for a modest estimate
of optical loss and imperfect detectors yields a lower bound on the photon efficiency:
p11 > 0.65. We also worked off atomic resonance which minimized uncorrelated photon
emission which typically cause false counts.

Table summarizes the current state of the art for single photon sources using

various technologies.

Table 5.1: Comparison of g (0) for various single photon technologies

System Reference ¢ (0) Retrieval Efficiency

Cold Atomic Cloud [96, [97] 0.25 0.2
Single Atom in Cavity [98,, 99] 0.06 0.05
Quantum Dot in Cavity [100] 0.02 0.10
Waveguided SPDC [101] 0.0007 0.07

Bulk SPDC 02| 60 0.0014
4WM in Photonic Crystal Fiber [103] 0.01 0.18
This Work [T04] 0.5 0.49

5.4.3 Bandwidth and Spectral Brightness

Even with a wide-band source of photons such as standard SPDC, one can always place

a narrow spectral filter in the trigger channel, resulting in photons in the signal channel
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Figure 5.16: (a) The bandwidth of the photon is inferred from the Fourier transform
of the temporal mode used to reconstruct the density matrix. The standard deviation
of the mode is 36 MHz. (b) The spectral shape of the autocorrelation mode is more
complicated, owing to modulation terms.

with a bandwidth of the spectral filter [85]. However this comes at a cost: the probability
of a generating a photon per unit frequency is a property of the source, not the filter. As
a result, the production of narrowband light comes with a greatly reduced production
rate. This is quantified by the spectral brightness S(v), giving the counts per second,
per unit bandwidth. Given a source of spectral brightness S(v), the bandwidth may be
narrowed with a filter to Avy yielding a production rate of S(v)Avy.

The bandwidth of a source may be obtained by observing the Fourier transform of
the temporal mode [30]. Roughly speaking, a wave-form with temporal duration oy,

will have a angular frequency spread of o; '

For a Gaussian waveform, this relation is
exact and the temporal pulse is said to be transform limited. Figure [5.16p shows the
bandwidth of the temporal mode used to reconstruct the quadrature data presented in

figure [5.15] Note the waveform is not transform limited, so the frequency domain profile

falls off more slowly than a Gaussian. The e™? width was found to be 36 MHz. Given the

count-rate of about 250,000 counts/second, this corresponded to S(v) ~ 70001(\:/%2. The
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Fourier transform of the autocorrelation of the point wise variance principle eigenvector
is also shown in figure [5.16, Owing to the extra oscillations present in the time domain,

the maximum is shifted from 0 frequency.

Table displays a sample of photon sources with the highest spectral brightness to

date, including our 4WM based source.

Table 5.2: Comparison of high spectral brightness sources

Group System Reference Av [MHz] X [nm] S(v) x 10° {3t
O. Benson OPO 0] 3 860 130
V. Vuletic  Cavity QED [30] 1.1 795 45.4
J.-W. Pan OPO 1] 5 795 36
This Work 4WM in Rb [104] 36 795 7.0
Michler Q. Dot [23] 1000 907 5.9
Gisin SPDC [106] 1200 1550 3.1

E. Polzik OPO 20 8 860 1.5
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Chapter 6
Engineering Arbitrary Superposition States of Light and Matter

In the last chapter we described our implementation of a narrowband source of a partic-
ular quantum state: the single photon Fock state |1). We could also consider creating
more complex quantum states which are compatible with atomic ensembles. We can
write any single mode state consisting of N photons in the Fock basis. The most general

such state is:

[W) =D caln), (6.1)

where ideally, N — oo.

In this chapter we will describe how we accomplished an arbitrary superposition of 0,
1, and 2 photons using a conventional SPDC source and how we did a similar experiment
with our narrowband source. Creating the superposition state with an atomic ensemble
opens up a new exciting possibility: the ability to engineer arbitrary superposition states

of atomic excitations.

6.1 Arbitrary State Up To N=2: «|0) + 8 |1) + v |2)

Both SPDC and 4WM produce a two-mode squeezed state which can be written in the
Fock basis as in equation . By heralding on precisely n photons in the trigger
channel, we collapse the signal channel to the Fock state |n). Suppose however that we
interfere the idler with an auxiliary state with some mean photon number. Now when
we detect n photons in the idler channel we don’t know if n are from the idler, or n — 1

from the idler and 1 from the auxiliary state, and so on. We are thus left with a coherent
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Figure 6.1: (a) The setup for observing an arbitrary superposition of |0), |1), and |2)
states. A pulsed Ti:Sa drives a LBO crystal to produce a second harmonic pulse which
in turn drives SPDC in a PPKTP crystal. This creates a two mode squeezed state.
The trigger (idler) mode is interfered with two coherent state pulses |a) and |5). Upon
two-fold coincidence, the signal state is collapsed to equation . (b) A pair of states
acquired in the setup. The upper state is ) = 3\% 0) + 512). The lower state is:

) = (355 —i3) 1) + 311 + §12).

superposition of n photons in the signal channel. The weighting and relative phase of
the superposition state may be manipulated by adjusting the auxiliary field.
Figure shows our implementation of this scheme for creating an arbitrary state

up to N = 2. An SPDC process driven by a pulsed Ti:Sa laser was used to produce a two-

sinh ¢
cosh ¢

mode squeezed state parameterized by 7 = ( )2 is in equation(2.26). Two auxiliary

coherent states |«) and |3) were tapped off from the same laser. The magnitudes of «,
B, and ~ were chosen so that the probability of having more than two photons in the
system at a given time was negligible. In order to maintain phase stability between these
states and the SPDC trigger photons, calcite beam displacers were used [36] in place
of standard beamsplitters (not shown in the figure). Conditioned on a simultaneous
click in both SPCMs, the state [¢)) was recorded using optical homodyne tomography.
This dual-coincidence could correspond to three possibilities: A: both photons originated

from the SPDC process implying that the signal state is |2). This occurs with probability
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Pr, o< v2. B: Precisely one photon came from SPDC, the other from a coherent state,
leaving the signal channel in state |1). Owing to Hong-Ou-Mandel interference [7], the
probability of |a) being detected on the first SPCM vanishes, so that the probability of
this occurring is Pr; o< 8. C: Both photons came from the auxiliary coherent states, so
that the signal channel is vacuum. The probability of this is proportional to the coherent
state amplitudes.

Since the photons from the coherent states and the SPDC were made indistinguish-
able through mode-matching and narrow filtering of the PPKTP output, each of these
possibilities are indistinguishable, yielding a coherent superposition state. The constants

of proportionality in the above are calculated to be [107]:

0= (-5 + LYo+ T+ L. (62

The conditioned states were reconstructed using optical homodyne tomography. Fig-
ure displays a sample of the density matrices and corresponding Wigner functions
produced in the experiment by varying «, 5, and . In each case, the density matrix
corrects for a loss of 55% by means of iterative maximum likelihood. A gallery of the

produced states is presented in [36].

6.2 Extension to Narrowband Light: a|0) + 1)

The above experiment succeeded in creating arbitrary superpositions of Fock states.
However, the light produced was not compatible with atomic-based experiments and
quantum information protocols. Aside from the wavelength of 791 nm, the bandwidth of
the light was 383 GHz despite spectral filtering of the trigger. Since our 4WM system can
be seen as a narrow-band alternative to SPDC, a natural step was to engineer arbitrary

states as in our SPDC experiment with this new source.
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Figure 6.2: (a) The local oscillator phase was inferred by observing the mean quadrature
value at a particular time. (b) The obtained density matrix corrected for a transmission
of n =0.75.

As a proof of principle demonstration, we sought to produce a coherent superposition
state of |0) and |1). In order to achieve this, we weakly seeded the trigger channel with
a coherent state which had mean photon number on the same order of magnitude as
the squeezed vacuum output n =~ G — 1 =~ 0.2. The experimental setup was identical
figure [5.1] except that the seed from the double passed AOM was unblocked and highly
attenuated. Now, a trigger event could either be due to the coherent seed (amplitude «)
or from the 4WM process (probability (G — 1)/G). The gain was kept sufficiently low
so that the probability of stimulating a second photon from the seed was much less than
the probability of spontaneous emission. The coherent state was calibrated to give the
same count rate as the unseeded 4WM process.

Unlike the Fock state generation, the coherent superposition of vacuum and photon
state was not phase insensitive and for each value, a corresponding quadrature phase was
required. To accomplish this, we noted that for the state |[1)) = «|0) + 1), the mean
quadrature is <)§'9> = |a—\/§| cos 0’ where ' = 0—arg(a*f3) is the difference between the local
oscillator phase and the relative phase of a and . By tracking the mean quadrature

value throughout the course of the measurement, we extracted the phase of the local
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oscillator with respect to the generated state. Specifically, we took a running average
over several hundred successive measurements yielding a well defined mean quadrature
over the corresponding time interval X;. The phase was then extracted as #; = cos™1(X).
One such phase tracking measurement is shown in figure [6.2h.

The reconstructed density measurement of an experimental run for an approximately
equal superposition of |0) and |1) is shown in figure[6.2b. The density matrix was found to
contain strong coherence terms providing evidence that a coherent superposition, rather
than a statistical mixture was created. Quantitatively, we found the density matrix
correcting for an estimated loss of 25% to have pyy = .64, p1; = .25, and pg; = .247 — .03,
whereas for a pure superposition state (|0) + ¢®|1))/v/2, poo = p11 = |por| = 0.5. The
Wigner function shows a coherent displacement as well as a non-Gaussian “dimple” near
the origin owing to the single photon component. Analogous to expression for
squeezing efficiency, we can consider the generalized efficiency of the single-rail optical
qubit. As before, the efficiency is the transmissivity of an absorbing medium though
which a pure state propagates to obtain the experimentally measured state. In terms of

the density matrix elements, this is [108]:

P11
1- |;001’2 /p11
For the state above, the corresponding efficiency is 0.32. It is expected that this prelim-

(6.3)

Nqubit =

inary result can be improved upon with increased visibility between the seed and 4WM
modes.
6.3 Coherent Superpositions of Collective Atomic Excitations

The fact that our system can be seen as an “atomic SPDC process” opens up an inter-

esting possibility: Compared to bulk materials at room temperature, the ground state
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coherence of atomic vapours is extremely long lived. This has already been utilized to
store heralded single atomic excitations |26} 27], following the protocol of Duan, Lukin,
Cirac, and Zoller [109]. By employing the conditional measurements on the heralding
photon, we could prepare arbitrary superposition states of collective atomic excitations.
We could then read-out this atomic state in the form of a corresponding optical super-

position state.

6.3.1 The DLCZ protocol

The DLCZ protocol outlines a technique for long distance quantum communication by
employing entanglement swapping between intermediate nodes. At the heart of the
DLCZ protocol is the concept of collective enhancement of photon generation owing to
constructive interference.

The basic idea is outlined in figure[6.3] We start with an ensemble of A configuration
three-level atoms, with meta-stable states |g) and |e) and excited state |x). The ensemble
is prepared in the ground state |g): |¥o) = |g1g2...gn). A weak, off-resonant “write”
pulse is applied to the sample which, with some probability, scatters a “Stokes” photon
into a solid angle covered by an SPCM. At this point there is a single excitation amongst
the atoms. The detector is placed a distance from the ensemble such that it is fundamen-
tally uncertain as to which atom emitted the Stokes photon[[| and the resultant state is a
superpositions all permutations of a single excitation to state |e). This states known as a
collective spin excitation (CSE) [¥.) = N=2 (¢"1 |e1gs...gn) + ... + €9V |g1ga ... en)),
where the phase terms account for the momentum kick acquired in the Raman scattering.
This excitation is now stored in the atoms and is ready to be read out.

This read-out is accomplished by means of a strong on-resonance “read” pulse which

!Operationally, this is accomplished by making the distance to the detector much larger than the
cloud dimensions. The angle between photons emitted from opposite sides of the cloud is thus sufficiently
small so that two photons emitted from any part of the cloud show good interference visibility.
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Figure 6.3: Basic sketch of the DLCZ idea. (a) An ensemble of 3-level atoms in A con-
figuration are prepared in state |g). A fixed SPCM monitors the atoms for fluorescence.
(b) An off resonant “write pulse” creates a scattered “Stokes” photon from the ensemble,
creating a single collective excitation in state |e). (c) Some time later, a resonant “write”
pulse pumps the atom back into state |g). The scattered “anti-Stokes” photon is emitted
with high probability into the direction which satisfies phase-matching.
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converts the atomic excitation back into optical form via Raman scattering of an “anti-
Stokes” photon. Owing to collective interference from the accumulation of the phase
factors, there is a strong enhancement of probability of the anti-Stokes photon being

emitted in the phase-matched direction. Specifically, the CSE may be written as:

N
1 T
v, :_§ eilkskuw) T 0 en L gn) (6.4)

n:l

where kg, is the k-vector of the Stokes (write) photon. The creation of a CSE can also

be written in terms of a collective atomic creation operator:

W) = ST g1 gn) (6.5)

After application of the read pulse, the anti-Stokes scattering event occurs with some
probability, causing another momentum kick k, — k,. With Ak = k, + k, — k,, — k,, the

state some short time after the arrival of the read pulse is:

Zivzl pilks—ku) Ty g1 €n...gn) @ |04s) + [ij:l eiAk-rn] g1+ gn) @ |Las)

VN IS, etk ?

|\De> =

Y

(6.6)
where |n,s) represents the number of anti-Stokes emissions. From this we can infer the
probability per unit time of emitting an anti-Stokes photon, as a function of emission
direction, which determines Ak. Since limy_,o ij:l eAkrn = §3)(Ak), the probability
that the anti-Stokes direction satisfies Ak = 0 goes as 1— % Since for typical experiments
N =~ 10'3, this probability is effectively unity.

The above dynamics can be described by the Hamiltonian [110]

=y (@TST + aé) (6.7)
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where a is the annihilation operator in the Stokes mode. Note that this Hamiltonian is
identical to that of SPDC, but describes a two-mode state between the Stokes channel

and collective atomic state.

6.3.2 Arbitrary Superpositions of Collective Spin Excitations

The experiments described in chapter 4 can be viewed as an instantaneous write-in
read-out DLCZ experiment, with the pump acting as both the read and write fields,
the Stokes as the trigger and the anti-Stokes as the signal. The results of section [6.2
thus served as a proof of principle demonstration of the creation of a superposition of
collective atomic excitations. While these experiments unitized only the first order terms
in the Hamiltonian , higher order terms can be employed as was done for SPDC
in section [6.1, and the engineering of collective spin excitations can be extended to
higher N. One way of achieving this is to employ multiple partial photon subtractions
as outlined in figure 6.4 The trigger photon passes through N stages each consisting
of a low-reflectivity beam splitter with reflection coefficient r; and an incident coherent
state with amplitude ;. At each stage, an SPCM monitors the reflected port of the
beam-splitter, and an additional SPCM monitors the final transmitted port. The state
|1) is heralded upon each reflected-port SPCM clicking and the absence of a click in the
final transmitted port.

To see how this prepares an arbitrary state, note first that each stage the click could
come from the coherent state (so that |¢;11) — |;)) with probability amplitude (1 —
ri)a & «, or from [¢;) in which case |[¢;11) — ali;), with amplitude r;. Thus each

partial photon subtraction stage performs the operation A; = (a; + r;a). After N of

these operations the state is transformed to:
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Figure 6.4: Scheme for generating the state ij:o ¢y |n). There are N stages each consist-
ing of a low-reflection beam splitter and an incident coherent state. The state is heralded
upon a click in each of the upper detectors and a null-detection in the right-most detector.

) = H/L [Vin) (6:8)
= (;(1 + 7“1[1) (062 -+ 7”2&) ce (OCN + 7aNd) ’wzn>

= (Bo+Bia+--+Bna") i),

where 3; = 5;(r1,..., N, 1, ..., an) are the coefficients of the resultant polynomial.
With the input state written in the basis |Stokes field), ® |[Atomic Excitations), given

by [Yin) = >, 7" |n),|n),, and null detection on the final SPCM, the atomic state

collapses to:

W), = (0L, Bud™" n), In), (6.9)

|
=20 e gy (Ol — ) I,

= Y "B.Vnl|n),
= ch|n>a,
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where the ¢, are functions of (r;, «;) through the ;. For a given set {¢;} we can then find
the unique {r;, a;} which determine these values. We know that these values exist from
the fundamental theorem of algebraﬂ We thus have, at least in principle, a method to
create any collective atomic state. Technically, this will be limited by the dark count rate
and quantum efficiency of the detector. Also, for increasing /N, the mean photon number
in each state must be kept sufficiently low to ensure only N photons are present for a
given realization. Thus even with perfect detectors, states with large photon numbers

will be ultimately limited by the lifetime of the experimentexﬂ

2The FTA states that an n'" order polynomial has n roots. Since here >, 3,a™ =[], (a; + 7;a), the
{ri,a;} are just the roots of the polynomial > B,a".
30r, at the very least, the duration experimenter’s funding.
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Chapter 7

Conclusions and Outlook

The work presented in this thesis has both practical and fundamental aspects. On one
hand, the generation of narrow-band non-classical light resonant to atomic Rubidium is
of high practical value. For example, storage and retrieval of non-classical light is a far
more convincing test of a quantum memory than a classical signal at the single photon
level, and atom based single photon nonlinearities [I11] could form quantum logic gates.
In addition, a qubit formed from such a photon may be used in the myriad atom-based
examples for optical quantum computing. On the other hand, this work has looked at the
unexplored area of controllably manipulating superposition states of CSEs. This allows
us to begin to explore the isomorphism between the optical and collective-atomic Hilbert
spaces and provides a new testbed for quantum information protocols.

The natural next step in terms of the practicality of the non-classical light source
is to interface single photons with atomic ensembles, and perform simple operations. A
introductory proof-of-principle demonstration will be to observe linear absorption from a
cold atom trap. Owing to the one-photon tuneability of the source, simple spectroscopy
could be performed with individual light quanta. Once suitable light-atom coupling is
achieved, a future step will involve storing and retrieving a single photon state from
the atomic gradient echo memory (GEM) [73] in our laboratory. GEM allows for high
retrieval efficiencies of over 80% so that the non-classical character of the stored light
may be observed after retrieval. One challenge associated with this will be to match the
frequency of the quantum memory to that of the photons. This can be overcome in two
steps. In order to match the relatively narrow bandwidth (on the order of 1 MHz) of our

current GEM setup, an additional spectral filter in the trigger channel can be employed.
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The high spectral brightness of our photon source allows us to achieve this filtration while
maintaining a high experimental repetition rate. In order to operate the memory and
the source at the same absolute frequency, each pump laser can be locked to an atomic
line by means of saturated absorption spectroscopy.

Another interesting experiment to perform would be that of heralded photon amplifi-
cation. In this experiment, a single photon generated in the atomic source would be fed
into another 4WM setup or into the same cell. A photon click gated to be synchronized
with the arrival of the seed photon would herald the creation of a two photon Fock state.
Since we operate with gain G = 1.1 in our setup, this will occur at a rate approximately
10 times less than the single photon count rate. Nevertheless, the high single photon
count rates achieved (300,000 s=! or higher) allow us to prepare Fock states up to |4).
This could form an alternative to measuring n > 1 Fock states by n—fold photo detection
in the trigger channel.

In terms of collective atomic superposition states, the immediate next step is to
observe a transient collective superposition state using the protocol of [36] as outlined
in section but with continuous wave read/write fields. The next step will be more
challenging. To fully utilize the long-lived ground state coherence of atomic ensembles, we
will have to move to the pulsed regime, where we prepare the atomic superposition state,
wait for some time, and then verify the atomic state via optical homodyne detection.
One difficulty of this will be to scatter, with high probability, a Stokes photon in the
trigger channel. In traditional DLCZ experiments, the probability of scattering into
a particular spatial mode is low, and the experiment is repeated many times before a
successful “write” event heralds an atomic excitation. The gain must then be sufficiently
high to record an acceptable experimental count rate, but not so high as to increase the
number of generated excitations. Another challenge will be to obtain the high retrieval

efficiency in the pulsed regime, which was achieved in this work in the CW regime. So far,
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our experiment has achieved a heralding efficiency approximately an order of magnitude
higher than previous works, but this may be largely on account of the CW “4WM-regime”
in which we work.

The underlying accomplishment of this work was the introduction of a new source
of narrowband photons, which was built on the recent demonstrations of high quality
multi-spatial mode squeezed light [32] 66]. Combining the high efficiency of this source
with the idea of DLCZ opens up a territory in exploring the isomorphism between the
optical and collective atomic Hilbert spaces. Owing to the novelty of the system, there are
many potential avenues to explore and we can’t say for certain what will be discovered.
Although my time with the experimental setup is sadly over, it is now in the hands of
the next generation of graduate students in our lab, and ultimately the future success or
failure of the above ideas is in their able hands. I am confident that we have only seen
the beginning of the experiments which come out of this technology. I look forward to

reading about it in the future.
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Appendix A

Properties of the Two Mode Sqeezing Operator

The operator ([2.21]) stems from the Hamiltonian:

A

H=in (m*iﬂ . mé) (A.1)

The evolution of for example a is then given by:

1L (A2)
= % [zh (yaTIA)T = y*ab) ,a}
= [dT, A] Al
BN
Similarly,
c;_l;: = % [zh (vaTlA)T — 7*&5) ,ET} (A.3)

Differentiating (A.2)) and substituting (A.3) yeilds:

d*a
d—tj — [4)%a — a = Acosh(|7t]) + Bsinh(|yt]). (A.4)
For the initial conditions we have a(0) = A, da(0)/dt = |y| B = — |y|bl. Letting ¢ =

~t and choosing ( to be rea]ﬂ we arrive at the squeezing transformation for a. The
corresponding transformation for b follows from direct substitution, and a', b' follow by

taking the Hermitian conjugate of above:

!Experimentally, this corresponds to choosing particular overall reference phase of the local oscillator.



a — acosh(¢) — bl sinh(¢)
b — beosh(¢) — a' sinh(¢)
at — a' cosh(¢) — bsinh(¢)

bt — bf cosh(¢) — asinh(¢).
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The joint quadrature operators (2.22)) have simple transformation properties. For

example:

SIX.S =

and by the same analysis:

StX,S + STX,S

V2
Stas + StatS  S1hS + STt

+

2 2

acosh(¢) — b'sinh(¢) + acosh(¢) — b' sinh(¢)
2

+&cosh(() — bl sinh(¢) + @ cosh(¢) — bf sinh(¢)

2
o+ al b+ b
ajL&; i (cosh(¢) — sinh(()) .
Xo+ Xy _e
———e
V2

X+ei<

X — X_ ¢

P+ — p,€C

(A.6)
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Appendix B

Properties of the Thermal State

Defining the parameter v = %, we can write the thermal state density matrix as:
R I,
=5 _7"In){nl. (B.1)
n=0

The mean photon number 7 = (n) is then:

no= Trlpmn] (B-2)

= 3 k) (ol )

1 noa
= 527"
1 n
- i
_1_
G-y
= G-1,
where we’ve noted that (1 —~)™' = G and the sum ) nz" = oz was computed as
Sanat =zL 3 gn =gl L — ooz Similarly we can compute S, nfat = %

Continuing along these lines we find:
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(n*) = Tr[pmn’] (B.3)
1 E: 2
= —_— n 5
G ,ym mn
1 ’ 2.n
N Gva

1y(1+7)

Gi-p

so that (An?) is

= (G-1)(2G —1)— (G —1)?

= GG -1)

; |

= 24

In a similar manner we can compute <AX 2> for the thermal state. From the sym-

metry of the Wigner function, <X> = 0 so that <AX2> = <X2> . Thus
t

<AX2> - ény"(n\Xﬂm (B.5)

1
= @Zvn(ZnﬁL 1)

1y 1

G —9)? 2G1—~

= (G-1)+
2n+1
2

1
2

Note that this is the just the quadrature variance of the Fock state |n).
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Appendix C

Some Properties of Gaussian Beams

Since lasers generally consist of a gain medium inside a spherical resonator, the transverse
intensity profile given by a mode of such a resonatoil] namely a Hermite-Gauss Mode
of order m, n denoted TEM,,,,, [I12]. The fundamental mode TEMyo has a cylindrically

symmetric Gaussian transverse profile which may be written as:

1(r) = e (&) (C.1)

The quantity wy is known as the beam waist and describes the radius at which the
intensity drops by a factor of e™2. Owing to diffraction, the w(z) has a minimum value
and diverges as z — oo. Although the waist increases, the profile remains Gaussian as per
equation ((C.1]). For convenience, z = 0 corresponds to the minimum waist: wo = w(0).

A key parameter is the distance z over which the beam has diffracted to v/2w,. This

distance, known as the Rayleigh range is given by:

Zp = —. (C.2)

The general dependence of the waist as a function of z can be written in terms of zp

as:

w(z) = wot |1 + (1)2. (C.3)

%R
Note that for distances well outside the Rayleigh range, the divergence is linear: w(z) ~

902’, with

li.e. a solution to the Maxwell equations subject to the spherical boundary conditions.
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TWo '
Unlike a plane wave, the phase front of a TEM mode is not constant across any plane
z apart from the origin. Instead, the constant phase fronts are approximately spherical

with radius:

R(z) = = (1 + (Z—R)2> | (C.5)

z

As compared to their plane-wave counterparts, Gaussian beams acquire an additional
phase factor over an on-axis propagation distance z. This factor known as the Gouy

phase shift is given for a TEM,,,, by:

¢c = (1 +m+n)tan™" i. (C.6)



Relative Intensity Squeezing in the Presence of Loss

The mean photon number of the seeded signal field after the 4WM process is

(72s)

Appendix D

(a,0| STala,S |, 0)

(a, 0] STalS5%6,5 |, 0)

3.7

(a,0] (al cosh(¢) — @;sinh(¢)) (ds cosh(¢) —al sinh(()) la, 0)

(] 7oy |ar) cosh®(¢) + (@) sinh*(¢)

|a|? cosh?(¢) + sinh?((),

where we’ve inserted the identity operator STS in the second step.

Along the same lines we compute:

(ni) = (1+ |al”) sinh®(¢).

We compute (n2) via (a| STalSS51a,55TalS51a,S o) to obtain

(n3) = la)® (1 + |a?) cosh*(¢) + (3 |a|* + 1) cosh?(¢) sinh?(¢) 4 sinh*(¢),

so that

(Ang)

S

(n3) = (As)’

123

(D.1)

(D.2)

(D.3)

la)® (1 + |a]?) cosh?(¢) + 3 |a|? cosh?(¢) sinh?(¢) + cosh?(¢) sinh?(¢)

+sinh*(¢) — |a|* cosh*(¢) — 2 |a|” cosh?(¢) sinh?(¢) — sinh*(¢)

la|” cosh?(¢) (cosh?(¢) 4 sinh?(¢)) + cosh?(¢) sinh?(¢).

(D.4)
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so that for large «, this becomes (Af,)* = |af> G(2G —1). We calculate the variance for

the idler channel in the same manner to obtain:

(nf) = (1 +[al*) cosh?(¢) sinh®(¢) + (1 + 3|af” + |af ") sinh*(¢), (D.5)

and

(An)? = |af* sinh?(¢)(cosh?(¢) + sinh?(¢)) 4 cosh?(¢) sinh?(¢). (D.6)

Note that in the case of no seed, (An,)* = (An,)? = cosh?(¢) sinh?(().

Similarly we find

(gns) = (14 3 |af” + |af*) cosh?(¢) sinh?(¢)(1 + |a/?) sinh?(¢) (D.7)

so that using eqgs. (D.1)) and (D.2)),

cov(fgh;) = (Rghy) — () () = cosh?(¢) sinh?(¢) (1 + 2 |af?). (D.8)

We can now combine equations [D.4] [D.6] and to obtain the solution to equation

(14.22]):

(AR —7)* = (AR + (A0)? = 2((A(Rshs)) — (As) () (D.9)
= |af*cosh™(¢) + |a|* sinh*(¢) cosh®(¢) + sinh*(¢) cosh®(¢)
+|af*sinh*(¢) + [ sinh®(¢) cosh®(¢) + sinh®(¢) cosh*(¢)
—2sinh?(¢) cosh?(¢) — 4|al” sinh?(¢) cosh?(¢)
= |a* (cosh*(¢) — 2cosh*(¢) sinh®(¢) + sinh*(¢))
= |af* (cosh*(¢) — sinh*(¢))”

(AR —7))” = |af.
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To calculate the effect of losses, we model a loss in a given channel as a beamsplitter
with transmissivity ¢ = /7 as diagrammed in figure [£.7b. The action of the beamsplitters

on a channel is given by the unitary beamsplitter formula [39]:

Bla,B =ty + ralivecs (D.10)

BfalB = tal +ral

vac,i

and so on, where @yqcs(;) is the (vacuum) mode incident on the unused side of the signal

(idler) beamsplitter. These additional modes now must be taken into account so that

the state in (4.19) becomes:

() = BoBiSsD(a);10),10);10) e, 0) (D.11)

vac,s vac,t *

We can calculate the transformed quantities from the previous section in the same

way. For example, equation ([D.1)) becomes:

<¢| dids |¢> = <Ovac,sovac,iasoi| g;rlBJB;r&iBsBidsBsézgsz ‘Ovac,sovac,ia50i> (Dlz)
= <0vac,sasoi‘ S’;LZ (tdi + T&Iaqs)(tds + T&Uac,s)gsi |Ovac,sasoi> <0vac,i‘0vaci>

= ti <a80i| glzﬁsgsz |a50i>

A

= s <n8>S

with (n,) ¢ being the quantity already calculated in equation . We similarly express

the other previously calculated quantities in terms of the beamsplitter coefficients:
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(Ns)g — Ms(N)g
(Ni)g — mi(Na)g
s = e (g ms(1 =) () g
e = mp(g) g +m(l—m) ()

(nshi)g = Msmi (Rshi)g s (D.13)

yielding the following parameters used to calculate equation |4.24k

<Aﬁ8>2 - 773 <Aﬁ5>2 +ns(1 = m5) (1)
(Af)® = nf (AR +0,(L— ;) (ng)
(Rsiti) = (s (i) = nsmi((Rshii) — (Rs) (7). (D.14)
Again, G ~ 10 and |a|® = 10'° > G so that we neglect terms which do not include

oﬂ and consider the relative intensity squeezing in the case of losses. Equation (4.22)) is

now normalized to 7, |a|* G + 7;|a)® (G — 1) to include these losses.

i.e. the contributions from the (nondisplaced) vacuum input
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Appendix E

Deferred Derivations of Equations Stated in Text

E.1 Derivation of equation (3.7))

By the Wiener-Khintchine theorem the measured spectrum is the Fourier transform of

the autocorrelation of the temporal signal

S(v) = h i(t)i(t 4 7)) ¥ dr (E.1)
[ (i)

—00

We can write the autocorrelation in terms of equation (3.3)) to find

(i)t +7)) = < / / G(t")r )r(t—t”+r)dt’dt”> (E.2)
12y < / (e =)t ze(t)>+<%e(t)ie(t+7)>.

Noting that the quantum noise is uncorrelated with the electronic noise and that {(q(t)) =

(i.(t)) = 0, the second term vanishes. Also since for the vacuum statdl] §(#')g(t")) =

t'—t"), (E.2)) becomes:

o0

(iwite+m)) =22 [ O+ n)de + G 0ite+ 1) (£3)

—0o0

so that equation (E.1) is:

S(w) = / / r(t + 7)™ dtdr + / N (iu@ielt +7))dr (B.4)

= P[FW)]° + Se(v)

"'We measure the vacuum state by simply not putting any light into the signal port of the beam-splitter

in figure
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where the convolution theorem was used in the second line. This shows that the spectrum
is simply the sum of the electronic noise spectra and the Fourier transform of the response
function scaled by the homodyne gain.

Next, from equation ((3.4)):

(@) = 7 [ [ i@y +(@2) (5)
- 72/:@’ t)|2dt—i—< 2>

where Parseval’s theorem was employed from line 2 to line 3. Now we can write <Qe> as

the Fourier transform of the auto-convolution of ()i (t), i.e.

N & . 2

Q2 = / so(0) [p()| dv. (E.6)
Finally, since <Qmeas> = 0, we have <AQ§1€&S> = <A?neas>' We can then combine
equations (E.4), (E.5), and (E.6) to find:

(8@ = [ s0)

oo

~12
¢’ dv. (E.7)

Inasmuch as S(v) is constant, we can pull it out of the integral and find for some

frequency 14 in this range:

(222) s Sl @ s

(D) S(w) f_oooo‘z;rdy S(w)



129

E.2 Derivation of the Autocorrelation Matrix in Relation to p

Consider a single photon which can occupy any single time bin. We write the state of a

photon occupying a given time bin in terms of the creation operator:

al...10); 10, )iy - = V110), 4 (1), (0)isy--- = 10) - (E.9)
The corresponding annihilation operator is defined similarly. We can then write the

quadrature operator for a given temporal mode as:

Xi:aﬁa;
V2

For simplicity, we write two photons in a given mode as |2;) and no photons in any mode

(E.10)

as |0). Combining the homodyne relation ([3.1)) with the auto-correlation current (5.19),

we assume perfect detector resolution and find,:

= Tr

Z Pmn |m><n| X%XJ]

m,n

= 3" o Ghlm) 0] X 1)

m,n,k
= Z Prn (1] XZXJ Im)

We then need to compute the term (n| X;X; |m). Since (n|m) = 6,,, many terms

will not contribute to the sum:

(0 XXy lm) = —= (0] X, [3010) + V26500 [200) + (1= 85,) [im) (E.12)

Sl -

(1] [8jm ) + 20imGjm [m) + (1 — 65 ) (05 |m) + dim [7))]

(5]'7”57”' ‘l‘ 25im5jm5nm + (1 - 5]m)(57,]5mn "’ 5zm5jn))

NSRS NN R NN

= 3 (5jm§ni + 25im5jm5nm + 5ij5mn + 6zm5]n - 5]77151]677171 - 5jm5im5jn)
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We can then proceed with the sum (E.11)):

S b (1] X ) = (E.13)

1
1
5 Z (5mp]n + 25ij5njpjn + 5ijlonn + 5jnpin - 5ij5jnpjn - 5ij5jnpjn> =

1 .
3 (pji + 2045p55 + 05 Tx [p] + pij — Sijps5 — dijpij) =

Pij + Pji
2

1
+ 552-]-.
Since the density matrix is self-adjoint, p;; + p;; = 2Re [p;;]. Thus
- U |
A x Relp| + 5]1, (E.14)

with the constant of proportionality given by the electronic transfer function of the

homodyne detector.
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