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Abstract

Quantum information theory is concerned with the storage, transmission, and manipu-

lation of information that is represented in the degrees of freedom of quantum systems.

These degrees of freedom are described relative to an external frame of reference. The

lack of a requisite frame of reference imposes restrictions on the types of states quantum

systems can be prepared in and the type of operations that can be performed on quantum

systems. This thesis is concerned with the communication between two parties that lack

a shared frame of reference. Specifically, I introduce a protocol whereby the parties can

align their respective frames of reference, and a protocol for communicating quantum

information in a reference frame independent manner.

Using the accessible information to quantify the success of a reference frame alignment

protocol I propose a new measure—the alignment rate—for quantifying the ability of a

quantum state to stand in place of a classical frame of reference. I show that for the

case where Alice and Bob lack a shared frame of reference associated with the groups

G = U(1) and G = ZM (the finite cyclic group of M elements), the alignment rate is

equal to the regularized, linearized G-asymmetry. The latter is a unique measure of the

frameness of a quantum state and my result provides an operational interpretation of

the G-asymmetry that was thus far lacking. In addition, I show that the alignment rate

for finite cyclic groups of more than three elements is super-additive under the tensor

product of two distinct pure quantum states. The latter is, to my knowledge, the first

instance of a regularized quantity that exhibits super-additivity.

In addition, I propose a reference-frame-independent protocol for communicating

quantum information in the absence of a shared frame of reference associated with a

general finite group G. The protocol transmits m logical qudits using r + m physical

qudits prepared in a specific state that is reference-frame invariant. Measuring the first r
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qudits allows one to infer the unitary correction that is required to retrieve the remaining

m qudits with perfect fidelity. Moreover, the number of ancillary qudits, r, is finite and

depends only the group G associated with the requisite frame of reference. I show that

the number of single and two-qubit gates required to encode and decode m logical qudits

into m + r physical qudits scales linearly with m and the number of group elements

|G|. Furthermore, the number of single and two-qubit gates required per logical qudit m

is constant allowing for a more efficient implementation than the best currently known

reference frame independent protocols.
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Chapter 1

Introduction

In this chapter I motivate the study of communication of information using quantum

mechanical systems between parties lacking a requisite frame of reference (Sec. 1.1) and

provide an extensive literature review of relevant results. These fall under three cate-

gories. In Sec. 1.2 I review how the lack of a shared frame of reference gives rise to a

super-selection rule (SSR) and the consequences of the latter on quantum information

processing tasks. In Sec. 1.3 I review how two parties can alleviate, at least partially, the

restriction of lacking a shared frame of reference. In Sec. 1.4 I review how classical and

quantum information can be efficiently communicated in the absence of a shared frame of

reference. Finally, Sec. 1.5 outlines my contributions to the resource theory of quantum

reference frames, reference frame alignment, and to the communication of information in

the absence of a shared frame of reference.

1.1 Motivation

Information is physical. It is stored, processed, and communicated using physical systems

whose states are used to represent information. Classical information theory deals with

bits and boolean gates whereas quantum information theory uses quantum bits (or qubits)

and unitary gates. One important difference between classical and quantum information

is that the states of classical systems can be cloned whereas quantum states can not [1].

In addition, certain tasks such as super-dense coding [2] and informationally secure key

distribution [3] are only possible in quantum information theory. Quantum information

theory can also achieve computational speed-ups to some important algorithmic processes

1
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such as factoring [4] and unstructured search [5].

This thesis is concerned with the communication of information represented in the

degrees of freedom of quantum mechanical systems. As an example, consider two parties

who wish to communicate classical information using the spin degree of freedom of an

electron. The sender, Alice, may represent the classical message 0 (1) by preparing

the spin of an electron as aligned (anti-aligned) along a particular direction, n, shared

between her and the receiver, Bob. Alice can then transmit the electron through a

communication channel to Bob who measures the spin of the electron and retrieves the

classical message.

In an ideal communication scenario we assume that Alice and Bob can prepare and

measure the degrees of freedom of quantum systems with infinite precision. Furthermore,

we assume that the communication channel acts upon every quantum system with the

identity operation, and that Alice and Bob share a common frame of reference for the

relevant degrees of freedom of quantum systems.

A frame of reference is a physical system whose degrees of freedom possess an inherent

asymmetry with respect to a particular set of transformations. For example, a sphere

can not serve as a directional frame of reference as it possesses rotational symmetry. A

physical system whose degrees of freedom obey a symmetry can not serve as a reference

frame for systems whose degrees of freedom do not obey that symmetry. In this thesis I

will focus on symmetries that are described by a group of transformations G.

If Alice and Bob lack a shared frame of reference for the degrees of freedom of quantum

systems used to represent their messages then communication of information is problem-

atic. Indeed, as I show in chapter 2 the lack of a shared frame of reference between

Alice and Bob imposes restrictions on the types of states that Alice can prepare and the

types of operations that Alice can perform relative to Bob’s frame of reference. These

restrictions are equivalent to the restrictions imposed by super-selection rules, or SSRs
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for short.

The restrictions imposed by the lack of a shared frame of reference can be alleviated,

at least partially, if Alice transmits to Bob quantum systems that possess an inherent

asymmetry associated with the requisite frame of reference. Such quantum systems

are bounded-sized tokens of Alice’s frame of reference. In chapter 3 I study the task

of reference frame alignment using quantum systems and propose a new measure for

quantifying a quantum system’s ability to act as a bounded-sized token of a reference

frame.

However, there are instances where Alice may wish not to alleviate the restrictions

imposed by the lack of a shared frame of reference but still be able to communicate

information to Bob. For example, it has been shown that if Alice shares a reference

frame with a third party, Charlie, then she can communicate privately with Charlie over

a public channel [6]. Therefore, it might be advantageous for Alice and Bob to utilize

a communication protocol that does not allow either party to learn about the other

party’s reference frame. In chapter 4 I will introduce a novel protocol for communicating

quantum information in the absence of a shared frame of reference whose implementation

is more efficient than the best currently known protocols achieving the same goal.

Before outlining the significance of my contributions (Sec. 1.5) I provide a litera-

ture review of the main results associated with the problem of quantum communication

without a shared frame of reference. Specifically, in Sec. 1.2 I review the main results

regarding the equivalence between the restrictions imposed by the lack of a shared frame

of reference and those imposed by SSRs. Sec. 1.3 reviews reference frame alignment pro-

tocols, and Sec. 1.4 reviews the main results on communication of classical and quantum

information in the absence of a shared frame of reference.
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1.2 Super-selection rules and quantum information

In this section I review the main results on SSRs and their consequences on quantum

information processing tasks. Specifically, Sec. 1.2.1 reviews the main results concerning

SSRs and their relation to the lack of a requisite frame of reference. Sec. 1.2.2 reviews the

consequences of SSRs on quantum information processing tasks, and Sec. 1.2.3 reviews

the main results in the resource theory of reference frames.

1.2.1 Super-selection rules and the lack of a requisite frame of reference.

SSRs, where first introduced by Wick et al. (WWW52) as axiomatic restrictions to quan-

tum theory [7]. At the time SSRs were introduced particles had been observed in coherent

superpositions of position eigenstates, linear and angular momentum eigenstates, but no

particles had been observed in a coherent superposition of charge eigenstates or in su-

perpositions of parity eigenstates. A SSR associated with a conserved quantity Q states

that coherent superpositions of different eigenstates of Q can not be observed.

In quantum theory observables such as charge or angular momentum are represented

by Hermitian operators and vice versa [8]. Under a SSR the set of observables is a strict

sub-set of all Hermitian operators. Specifically, Hermitian operators whose eigenvectors

are coherent superpositions of eigenstates of a conserved quantity, associated with the

SSR, do not correspond to observables. As I show in chapter 2 a consequence of SSRs is

that any coherent superposition of eigenstates of the conserved quantity associated with

the SSR is operationally indistinguishable form an incoherent mixture of eigenstates of

the conserved quantity.

The connection between SSRs and the lack of a requisite frame of reference was made

by Aharonov and Susskind (AS67) [9]. AS67 showed that a party lacking the requisite

frame of reference for the degrees of freedom associated with a conserved quantity faces

the same restrictions as those that arise from SSRs. This equivalence is best exhibited
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by considering the following example. An isolated laboratory is known to be in an

eigenstate of Jz, the total angular momentum along the z-direction. The laboratory

contains a large number of electrons whose spins are aligned along the z-direction. At a

later time the electrons pass through a magnetic field orientated along the x− y plane of

the laboratory. Two experimenters, O1 standing outside the laboratory and O2 standing

inside the laboratory, are asked to determine the state of the electrons after they pass

through the magnetic field. I will now show that from their measurement results O1

concludes that a SSR is in place whereas O2 concludes that no SSR is in place.

The probability that the electron’s spin is aligned (anti-aligned) along a direction

m is given by cos2 θ (sin2 θ), where θ is the angle between the electron’s spin and the

direction m. As O2 knows the direction of the magnetic field by virtue of being inside

the laboratory there exists a measurement direction, corresponding to θ = 0, where O2

observes every electron’s spin as aligned. It follows that O2 is not subject to a SSR as

the spin of an electron in any direction can be expressed as a coherent superposition of

eigenstates of Jz. However, by virtue of being outside the laboratory, observer O1 has

no knowledge of the orientation of the magnetic field and consequently of the direction

of each electron’s spin. Hence, averaging over all possible values of θ, O1 finds that the

electron’s spin is equally likely to be aligned or anti-aligned in any direction he chooses

to measure. Thus, O1 concludes that all the electrons are prepared in an incoherent

superposition of the two eigenstates of Jz, and that a SSR is in place.

The example above shows that O1 experiences a SSR as a result of lacking the requisite

reference frame, i.e. the direction of the magnetic field in the x−y plane. AS67, and also

Mirman [10, 11], argued that SSRs for parity and charge proposed by WWW52 also arise

due to the lack of a requisite frame of reference. A proposal for constructing coherent

superpositions of charge eigenstates, i.e. a reference frame for charge, involving super-

conductors was outlined in [12]. Recently, experimental procedures have been proposed
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for constructing coherent superpositions of eigenstates of atom number in Bose-Einstein

condensates [13, 14, 15, 16, 17, 18].

A similar paradox to the one discussed above appeared in the field of quantum infor-

mation, and more specifically in quantum optics, due to the work of Mølmer and Sanders

et al. (SBRK03) [19, 20]. Prior to the results of Mølmer and SBRK03 it was assumed

that the state of the output field of a laser is described by an ensemble of coherent super-

positions of photon number eigenstates, known as coherent states1. Mølmer and SBRK03

showed that the density matrix describing the output field of a laser can also be described

by an incoherent mixture of photon number eigenstates. The latter are states that obey

a photon number SSR associated with the lack of a phase reference. Mølmer showed via

numerical simulations that this description of the laser is not at odds with experimental

results and argued that two lasers satisfying a photon number SSR can interfere [19].

Mølmer’s result was verified analytically by SBRK03 [20].

The controversy of whether the optical field of a laser is subject to a photon number

SSR or not was resolved by Bartlett et al. (BRS06) [22]. BRS06 showed that quantum

coherence is reference-frame dependent: the quantum state of a system contains infor-

mation not only about the degrees of freedom of a quantum system but also about the

reference frame relative to which the degrees of freedom of a quantum system are de-

scribed. The coherent state description of the output field of a laser describes the state

of the optical field relative to an external phase reference whereas the photon-number

eigenstate description assumes that no external phase reference is available.

The results outlined in this section show that SSRs impose restrictions on the types

of operations a party can perform and that these restrictions, first thought to be ax-

iomatic, arise due to the lack of a requisite frame of reference for the relevant degrees

of freedom of quantum systems. As Bartlett et al. state there is no fundamental reason

1A coherent state is the right eigenstate of the annihilation operator [21].
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why any SSR can not be alleviated other than the difficulty of preparing and maintaing

an appropriate frame of reference [23]. In the next section I review the consequences to

quantum information processing tasks due to the restrictions imposed by SSRs.

1.2.2 Quantum information subject to SSRs

As mentioned in Sec. 1.2.1 a party subject to a SSR faces restrictions on the observables

he/she can measure. In this section I will review the main results regarding the conse-

quences of the restrictions imposed by SSRs on quantum information processing tasks.

In addition, I will review the main results on the effects of SSRs on the quantification of

entanglement, a key resource in almost all quantum information processing tasks.

The consequences of SSRs were first investigated for quantum communication tasks,

and in particular quantum data hiding protocols. In a data hiding protocol classical or

quantum information is distributed amongst several parties in such a way that the mes-

sage can be read if and only if the parties are provided with the means to perform joint

measurements. It was shown that perfect data hiding using quantum systems is impos-

sible [24, 25]. Verstraete and Cirac (VC03) showed that if all the parties in a quantum

data hiding protocol are subject to a particle-number SSR then perfect quantum data

hiding is possible [26]. However, as Kitaev et al. (KMP04) showed, VC03’s protocol is

not unconditionally secure [27]. An unconditionally secure protocol is one whose security

can not be compromised even if the malicious party possess infinite resources. KMP04

noted that nothing prevents a malicious party from possessing a reference system that

helps alleviate the SSR.

A key resource in most quantum communication and information tasks is entangle-

ment. The state of a physical system is said to be entangled if it can not be written as a

convex sum of product states. A measure of entanglement is a monotonic function that

quantifies the amount of entanglement of a quantum state. Furthermore, an entangle-
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ment measure is said to be operational if it quantifies the amount of entanglement of a

quantum state by a well-defined task. For example, one can quantify a state ρ ∈ B(H )

as containing more entanglement than a state σ ∈ B(H ) if the success of performing a

super-dense coding protocol [2] using state ρ, is higher than using σ. It follows that SSRs

affect the quantification of entanglement by operational measures as I now explain.

Suppose Alice and Bob, located in spatially separate locations, possess a single photon

described by the state

|ψ〉 =
1

2
(|0〉A|1〉B + |1〉A|0〉B) , (1.1)

where |ab〉 = |a〉 ⊗ |b〉 and |0〉A|1〉B denotes the state where the photon is in Bob’s lab-

oratory. If no photon-number SSR is in place then the state of Eq. (1.1) contains the

maximum amount of entanglement that can be shared between Alice and Bob regardless

of what operational measure is used [28]. However, if Alice and Bob are subject to a

photon-number SSR then Wiseman and Vaccaro (WV03) noted that some measures of

entanglement would quantify the state in Eq. (1.1) as entangled whereas others would

not [29]. Indeed, WV03 observed that under a photon-number SSR most operational

measures of entanglement, such as violating a Bell-inequality [30] or performing telepor-

tation [31], require Alice and Bob to perform operations that violate the photon-number

SSR. WV03 proposed a new operational measure of entanglement under a SSR as the

amount of entanglement that Alice and Bob can generate between their local registers, for

which Alice and Bob share a reference frame, using the state of Eq. (1.1) and operations

that respect the photon-number SSR.

The results outlined in this section show that the security of certain quantum infor-

mation processing tasks can be enhanced under the restrictions imposed by a SSR [26].

However, this enhanced security is not unconditional [27]. Moreover, the restrictions

imposed by SSRs require us to modify the way entanglement is quantified by operational

measures [29]. In the next section I review how SSRs give rise to the resource theory of
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quantum reference frames.

1.2.3 The resource theory of reference frames

The results reviewed in Secs.( 1.2.1, 1.2.2) state that the restrictions imposed by SSRs

can be alleviated if a party has access to a requisite frame of reference. If the reference

frame is itself quantum mechanical, e.g. instead of a classical gyroscope one possesses

only a handful of electrons, then the quantum mechanical system acts as a bounded-

sized token of the reference frame. Such a token is a reference frame resource; it can be

used to circumvent the restrictions imposed by SSRs. Furthermore, the resourcefulness

of such a token gets depleted with every use [32, 33, 34]. In this section I review the

major results in the resource theory of reference frames.

Similar to the resource theory of entanglement (see [35] for a review), a method is

required to quantify the frameness resource of a bounded-sized token of a reference frame.

An operational measure of frameness for the case of a photon-number SSR was proposed

by Schuch et al. (SVC) [36, 37]. Specifically, SVC introduced the super-selected induced

variance, to quantify the frameness of the state in Eq. (1.1). It was shown by Gour et

al. (GMS09) that the super-selected induced variance quantifies the asymptotic rate of

reversible interconversion between two bounded-sized tokens of a phase reference [38].

An operational measure of frameness for general SSRs was proposed by van Enk [39].

Just as an e-bit quantifies the resource required to lift the restriction of local operations

and classical communication (LOCC), van Enk introduced the ref-bit to quantify the

resource required to lift the restrictions imposed by SSRs. However, van Enk provides no

method of calculating the amount of ref-bits of a given bounded-sized token of a reference

frame.

A second operational measure of frameness was introduced by Bartlett et al. (BRST06)

[32]. They quantified the frameness of a bounded-sized token of a reference frame by the
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average probability of successfully estimating the state of a quantum system using the

bounded-sized token of the reference frame. A drawback of BRST06’s measure is that

one requires a large ensemble of quantum systems in order to quantify the frameness

of a bounded-sized token. Furthermore, BRST06’s measure is ambiguous: if instead of

the average probability of success one chooses the average fidelity of estimation, then

a resourceful quantum system according to the average probability of success may be

quantified as less resourceful under the average fidelity of estimation.

A special measure for quantifying the frameness of a bounded-sized token that will

feature prominently in my thesis is the G-asymmetry of states introduced by Vaccaro et

al. (VAWJ08) [40]. The G-asymmetry quantifies the amount of thermodynamical work

that can be extracted from a bounded-sized token of a reference frame. Furthermore,

the G-asymmetry is given by an easily computable mathematical expression defined for

all groups, G, and for quantum systems of arbitrary dimension. Moreover, it was shown

in [38] that the G-asymmetry is equal to the Holevo quantity [41] and the relative entropy

of frameness, a quantity analogous to the relative entropy of entanglement in the resource

theory of LOCC [42] (see chapter 2 for details).

However, whereas the relative entropy of entanglement has an operational interpreta-

tion [43] the relative entropy of frameness does not. In chapter 3 I provide an information

theoretic, operational interpretation for the G-asymmetry and establish it’s connection

to reference frame alignment protocols, which I review in the next section.

1.3 Alignment of Reference Frames

In the previous section I reviewed how SSRs arise due to the lack of a requisite frame of

reference. If Alice and Bob lack a shared frame of reference for the degrees of freedom of

quantum systems used in a communication protocol then the restrictions on operations
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that Alice and Bob face are equivalent to those of a SSR. These restrictions can be

alleviated, at least partially, if Alice transmits to Bob a bounded-sized token of her

reference frame. In this section I review the main results regarding the alignment of

reference frames using quantum mechanical systems.

In the reference frame alignment protocols I consider in my thesis Alice prepares

several quantum systems aligned in the orientation of her reference frame, and sends

them to Bob who performs a measurement and guesses the orientation of Alice’s frame

of reference. I will focus mainly on reference frames associated with a symmetry group

G. The success of the reference frame alignment protocol is quantified by a function

f(g, g′), where g ∈ G corresponds to the orientation of Alice’s reference frame and g′ ∈ G

is Bob’s guess of the orientation of Alice’s reference frame. The goal is to determine the

state that Alice should prepare for her bounded-sized tokens and the measurement Bob

should perform such that the average function f(g, g′) is optimized.

The function f(g, g′) used to quantify the success of an alignment protocol satisfies

the following two properties. For all h, g, g′ ∈ G, f(hg, hg′) = f(g, g′), i.e. the success of

the reference frame alignment protocol depends only on the relative orientation between

Alice’s and Bob’s reference frames. For such functions Holevo showed that the measure-

ment that optimizes the average of f(g, g′) is a covariant measurement [44]. The latter is

a measurement whose elements are {Eg = TgE0T
†
g , g ∈ G}, where T : G → GL(Hd) is a

unitary representation of the group G and E0 is a fiducial element of the measurement.

Peres and Wootters (PW90) considered the following scenario akin to reference frame

alignment [45]. Suppose that Alice and Bob are given instructions on how to prepare a

quantum system in one of three possible ways. Alice and Bob are allowed to communicate

classically so that they prepare their respective systems in the same quantum state. Alice

and Bob then submit a finite number of systems to a third party, Charlie, whose task is to

determine which one of the three possible states the quantum systems have been prepared
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in. PW90 showed that the measurement that maximizes Charlie’s average information

gain about which of the three possible states the quantum systems are prepared in is a

joint measurement on the quantum systems.

Following PW90’s result Massar and Popescu (MP95) considered the case where Alice

identically prepares the spins of a finite number, N , of spin-1/2 systems along a direction,

n, chosen uniformly at random [46]. Using the fidelity cos
(
θ
2

)
, where θ is the angle

between Bob’s guess of the direction of the spins and the true direction of the spins, MP95

showed that the measurement that optimizes the average fidelity is a joint measurement

on the N systems. However, MP95’s measurement is a continuously parametrized POVM

that can not be physically realized. A physically realizable measurement that achieves

the optimal average fidelity of MP95 was shown in [47]. Furthermore, it was shown

that the physically realizable measurement of [47] also optimizes the average information

gain [48].

Surprisingly, it turns out that identically preparing the spins of N spin-1/2 systems is

not the best strategy for Alice and Bob to align their directional reference frames. Gisin

and Popescu (GP99) showed that if Alice only has two spin-1/2 systems anti-parallel

spins achieve a much higher average fidelity that parallel spins [49]. Subsequently, Bagan

et al. (BBBM00), showed that the average fidelity of estimation in aligning a directional

reference frame using N spin-1/2 systems is maximized if the N spins are prepared in

an eigenstate of Jn, the component of the total angular momentum of N spins pointing

along the direction n of Alice’s directional frame. Such a state achieves an average fidelity

that approaches unity as (1/N)2 in the limit N →∞, whereas a product state of N spin-

1/2 systems achieves an average fidelity of 1/N as N → ∞. Moreover, Massar showed

that the state of the bounded-sized token that optimizes the average function f(g, g′)

explicitly depends on the choice of function [50]. In addition, Chiribella et al. (CDS05)

showed that the covariant measurements that optimize any function f(g, g′), satisfying
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f(hg, hg′) = f(g, g′), ∀h, g, g′ ∈ G, depend on the representation, T , of the symmetry

group G associated with the lack of a shared frame of reference [51].

Alignment of a full Cartesian reference frame, i.e. an orthogonal triplet of axis, was

studied by Peres and Scudo (PS01) [52] and Bagan et al. (BBM01) [53]. PS01 showed

how the alignment of a Cartesian frame of reference can be performed using a single

atom of hydrogen in a Coulomb potential, whereas BBM01 used N spin-1/2 systems and

showed that the average error in the estimation of a full Cartesian frame of reference

approaches unity as 1/N in the limit N →∞.

A different approach to the problem of aligning a Cartesian frame of reference was

given by Ac̀ın et al. (AJV01) [54]. As AJV01 showed, and as I explain in chapter 2, the

problem of Alice and Bob lacking a shared Cartesian frame of reference is equivalent to

Alice and Bob sharing a collective noise channel. The latter is a channel that performs the

same unitary operator, U ∈ SU(d), on every d-dimensional quantum system transmitted

through it. AJV01 showed that if Alice and Bob are allowed to share entanglement then

the average fidelity of aligning a full Cartesian reference frame scales quadratically with

the size of the quantum system. Bagan et al. (BBM04) extended the result of AJV01 for

the case where Alice and Bob use 2N spin-1/2 systems, prepared initially in an entangled

state, to transmit a Cartesian frame of reference [55]. BBM04 showed that the average

fidelity per axis scales as (1/N)2 in the limit N →∞.

AJV01’s results imply that the average fidelity of estimation of a Cartesian reference

frame can be enhanced if Alice and Bob are allowed to share prior entanglement. However,

Bagan et al. [56] and also Chiribella et al. [57] showed that the average fidelity and

average transmission error can be made to approach unity as (1/N)2, in the limit N →

∞, without requiring prior shared entanglement. As Bagan et al. and Chiribella et

al. show, and as I explain in chapter 2, the state of N spin-1/2 systems that maximizes

the average fidelity and average transmission error is a linear superposition of entangled
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states between virtual sub-systems [58]. The latter correspond to sub-spaces of the total

Hilbert space of N spin-1/2 systems arising from the decomposition of the latter into a

direct sum of super-selected sectors.

It follows from the discussion of reference frame alignment protocols that the optimal

state, as quantified by the function, f(g, g′), allows Alice and Bob to lift the SSR asso-

ciated with the lack of a shared reference frame. Hence, the optimal state in a reference

frame alignment protocol is a resource. Therefore, one can define an operational mea-

sure of frameness based on a reference frame alignment protocol: the most resourceful

bounded-sized token of a reference frame is the one that optimizes the average measure of

success in a reference frame alignment protocol. However, due to the dependence of the

optimal state on the function used to quantify the success of the protocol such an opera-

tional measure of frameness is ambiguous; it will quantify a bounded-sized token as more

resourceful under one function but less resourceful under another. I will show in chapter 3

that the frameness of a bounded-sized token in a reference frame alignment protocol can

be quantified using the G-asymmetry of [40], thus providing an operational interpretation

for the G-asymmetry and establishing a connection between reference frame alignment

and the resource theory of reference frames.

To summarize, in this section I reviewed the main results regarding two parties wishing

to align their respective frames of reference. The measurements that optimize the average

measure of success of a reference frame alignment protocol are covariant and depend

on the unitary representation T of the group G associated with the reference frame.

In addition, the optimal states depend on the function, f(g, g′), used to quantify the

success of the alignment protocol. In the next section I review how classical and quantum

communication can be achieved in the absence of a shared frame of reference.
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1.4 Reference frame independent communication

In Sec. 1.3 I reviewed how the restrictions imposed by the lack of a shared frame of

reference can be alleviated by performing a reference frame alignment protocol. However,

the sender and receiver might wish for their respective reference frames to remain hidden

as a party’s reference frame might serve as a way of identifying themselves to some third

party. Therefore, it is sometimes beneficial for Alice to communicate information to Bob

in such a way so that Bob does not obtain any information about Alice’s reference frame. I

will refer to such communication protocols as reference frame independent communication

protocols and this section reviews the main results regarding such protocols.

As pointed out by AJV01, and as I explain in chapter 2, the problem of two parties

lacking a shared frame of reference is equivalent to the problem of two parties sharing

a collective noise channel. Hence, communication of information in the absence of a

shared frame of reference is equivalent to communication of information in the presence

of a collective noise channel. Zanardi and Rasetti (ZR97) showed that collective noise

channels allow for the construction of error-avoiding, or equivalently reference frame

independent, communication protocols [59]. In such a protocol Alice performs a logical

encoding described by the map C that maps the quantum state, |ψ〉 ∈ H ⊗m, she wishes

to transmit to a larger space H ⊗N , where N > m, known as the code space. Alice

transmits the physical systems that comprise the code space through the channel to Bob

who recovers the message, |ψ〉 ∈ H ⊗m, by performing a logical decoding described by a

map D that maps the code space H ⊗N back to H ⊗md (see Fig. 1.1). ZR97 showed that

there exist sub-spaces of the code space that are not affected by the noise of the channel

and can be used to transmit quantum information. Such sub-spaces are referred to as

decoherence-free sub-spaces or DFS for short.

Subsequent work by Knill et al. (KLV00) gave rise to another type of reference frame
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C pg, Tg; g ∈ G D

|ψ〉 ∈ H ⊗m |ψ〉 ∈ H ⊗m

|0 . . . 0〉 ∈ H ⊗(N−m)

Figure 1.1: Encoding and decoding of quantum information in a reference frame indepen-

dent protocol. Alice encodes her message |ψ〉 ∈ H ⊗m using (N −m), auxiliary quantum

systems by performing the logical encoding operation C : H ⊗m → H ⊗N . The channel

acts collectively on all N systems with the same operation Tg, with some probability

pg. Bob performs the decoding operation, D : H ⊗N → H ⊗m, and recovers the Alice’s

message.

independent encoding using decoherence-free sub-systems, referred to as noiseless sub-

systems) or NS for short [60]. The difference between NS and DFS is rather subtle and

is explained in more detail in chapter 2. KLV00 showed that NS are equivalent to an

error-correcting code with infinite distance, i.e. an error correcting code that can correct

for an arbitrary error. These NS were studied further by Zanardi, and were shown to arise

from the representation of the noise operators of the collective noise channel [58, 61]. An

experimental realization of NS using three spin-1/2 systems was proposed in [62] and [63]

where explicit encoding and decoding circuits where provided.

To illustrate how information can be transmitted using a DFS/NS consider two par-

ties that share a collective dephasing cannel associated with the lack of a shared phase

reference. Suppose that Alice uses two photons prepared in the state

|ψ〉 = α|01〉+ β|10〉, (1.2)



17

where α, β ∈ C and |α|2 + |β|2 = 1. The state in Eq. (1.2) is an eigenstate of the

total photon-number operator and belongs to the two-dimensional DFS spanned by

{|01〉, |10〉}. Hence, Alice can use two photons to transmit one logical qubit by choosing

the parameters α and β appropriately.

In the above example the rate of transmission of quantum information is 1/2. That

is two physical qubits are required in order to transmit one logical qubit through the

collective dephasing channel. Ideally we would like to construct codes with a high rate of

transmission. It was shown by Lidar et al. (LCW98) [64] and Kempe et al. (KBLW01) [65]

that in the limit where a large number of physical qubits are available to Alice the

rate of transmission of quantum information using a DFS/NS code approaches unity.

Furthermore, LCW98 and KBLW01 established necessary and sufficient conditions for the

existence of DFS and NS respectively and showed that universal quantum computation

can be performed within a DFS/NS2. The construction of DFS/NS as well as how to

achieve universal control using qudits was shown by Byrd [66] and Bishop and Byrd [67]

respectively.

In addition to constructing codes with high transmission rates it is also desirable to

construct codes whose encoding and decoding maps, C, D, can be efficiently implemented.

An efficient implementation of the maps C, D was provided by Bacon et al. (BCH) [68, 69].

Specifically, BCH constructed a quantum circuit for encoding and decoding information in

a DFS/NS and determined the number of single and two-qubit gates (henceforth referred

to as elementary gates) that are required in order to encode and decode logical quantum

information in a DFS/NS. BCH showed that, up to an arbitrary error ε, the number

of elementary gates required to construct a DFS/NS using N d-dimensional quantum

systems scales as Npoly(log2N, d, ε).

The results thus far indicate that reference frame independent communication is pos-

2A set of logical gates is called universal if any possible computation can be reduced to a sequence
involving gates from the universal set.
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sible using DFS/NS. How to perform such a reference frame independent communication

in the case where parties lack a shared Cartesian frame of reference was first shown by

Bartlett et al. (BRS03) [70]. Specifically, BRS03 showed that if Alice uses an asymptot-

ically large number of spin-1/2 systems she can transmit one classical bit, or one logical

qubit, per physical system sent to Bob. Indeed, it was shown that Alice and Bob can

communicate even entangled quantum states and can perform a Bell inequality test [71],

and quantum key distribution [72, 73, 74] in the absence of a shared frame of reference.

As most implementations of quantum communication protocols use photons as informa-

tion carriers, a complete description of how to implement DFS/NS schemes in the optical

regime was provided by Ball and Banaszek [75, 76].

In this section I reviewed the main results relating to communication of information

in the absence of a shared frame of reference. The work done in this field to date involves

the use of DFS/NS codes that protect information from the noise associated with the

lack of a shared frame of reference. DFS/NS codes were shown to achieve an optimal

rate of transmission of information [64, 65] and the encoding and decoding circuits for

such codes have been derived [68, 69]. The next section contains my contributions to the

resource theory of quantum reference frames, alignment protocols, and reference frame

independent communication.

1.5 My contributions

In Sec. 1.2 I reviewed the consequences of SSRs on quantum information processing tasks,

how SSRs are equivalent to the lack of a requisite frame of reference for the degrees of

freedom of quantum systems, and how the restrictions imposed by SSRs give rise to the

resource theory of reference frames. In Sec. 1.3 I reviewed how a bounded-sized token

of a party’s frame of reference can be used in a reference-frame alignment protocol to
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alleviate, at least partially, the restrictions imposed by the lack of a shared frame of

reference.

In all reference frame alignment protocols reviewed in Sec. 1.3 the success of align-

ment was quantified by a function, f(g, g′), that depends solely on the relation between

the orientation of Alice’s frame of reference, g ∈ G, and Bob’s guess of Alice’s reference

frame, g′ ∈ G. The bounded-sized token that optimizes the success of the alignment

protocol explicitly depends on the function f(g, g′). In chapter 3 I examine reference-

frame alignment using the accessible information, the maximum amount of information

that Bob can obtain given a bounded-size token of Alice’s frame of reference. In addi-

tion, I determine the bounded-size token of Alice’s reference frame that maximizes Bob’s

accessible information.

The quantification of alignment using the accessible information allows me to propose

a new operational measure of frameness, the alignment rate, that quantifies the amount

of information Bob learns per bounded-size token of Alice’s frame of reference. I show

that for the case of a phase reference, associated with the group U(1), and for the case

where the reference frame is associated with a finite cyclic group of M elements, ZM ,

the alignment rate is equal to the G-asymmetry [40]. My result provides an information

theoretic, operational interpretation of the G-asymmetry that was thus far lacking in the

literature, and establishes a clear connection between the resource theory of reference

frames and reference-frame alignment protocols.

That the ZM -asymmetry is equal to the alignment rate for the case where Alice

and Bob lack a shared reference frame associated with ZM presented several challenges.

Whereas at first sight it might seem that the rate of alignment for the case of reference

frames associated with ZM should follow from that of U(1) (by observing that in the limit

M →∞, ZM → U(1)) I will show that the two cases are distinct. Remarkably, the rate

of alignment for finite cyclic groups of more than three elements exhibits super-additivity,
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a uniquely quantum mechanical phenomenon and the first example to my knowledge of

a regularized quantity exhibits this property.

In addition, in chapter 4 I introduce a novel reference frame independent commu-

nication protocol. As I reviewed in Sec. 1.4 such protocols were shown to achieve an

optimal rate of transmission of quantum information. However, the encoding and de-

coding circuits of all protocols reviewed in Sec. 1.4 require Npoly(log2N, d, ε) number of

elementary gates in order to be implemented. I show that for the case where Alice and

Bob lack a shared frame of reference associated with a finite group, G, the number of

elementary gates required to implement my protocol is strictly less than those of [68, 69].

The circuit implementation for the encoding and decoding operations of my protocol

presented several challenges. In particular, the encoding of logical quantum information

using my protocol requires creating entanglement between the logical qubits and r auxil-

iary qubits such that the m+ r qubit state lies in a DFS. For certain groups the required

number of elementary gates was significantly reduced by exploiting the structure of the

group. As a result the number of gates that need to be implemented per logical qubit

encoded is constant. It is just as easy to encode one logical qubit as it is to encode one

thousand logical qubits using my protocol. To my knowledge no DFS protocol to date

shares the above mentioned property.



Chapter 2

Preliminaries

In this chapter I introduce the mathematical background required in the study of com-

munication of information using quantum mechanical systems between parties that lack

a shared frame of reference. This chapter is organized as follows: Sec. 2.1 introduces the

elements of quantum theory needed for this thesis, and Sec. 2.2 introduces representa-

tion theory in the context of quantum reference frames for finite and compact Lie groups.

Readers familiar with either or both quantum theory and representation theory should

skip ahead to Sec. 2.3 where I provide a formal treatment of the restrictions imposed

by SSRs and the lack of a shared frame of reference. Finally, Sec. 2.4 outlines how two

parties can communicate classical (Sec. 2.4.1) and quantum information (Sec. 2.4.2) in

the absence of a shared frame of reference, as well as how parties can use bounded-sized

tokens to align their respective reference frames (Sec. 2.4.3).

2.1 Quantum Information Theory

Quantum information theory deals with the representation, manipulation, and storage

of information represented in the degrees of freedom of quantum mechanical systems.

This section provides an overview of the quantum state formalism of quantum systems

(Sec. 2.1.1), their manipulation (Sec. 2.1.2) and measurement (Sec. 2.1.3), as well as their

composition (Sec. 2.1.4).

2.1.1 The quantum state

All the information known about a quantum system, i.e. the probability outcomes of any

conceivable measurement on the quantum system, is contained in the quantum state of

21
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the system. The quantum state of a system may be represented by a normalized vector

in a Hilbert space, H , a complex vector space equipped with an inner product that is

complete in its norm. I will use Dirac notation [8] and denote the state of a quantum

system as |ψ〉 ∈ H .

A quantum system whose state is represented by a normalized vector, |ψ〉 ∈ H , is said

to be in a pure state. Equivalently, a quantum system known to be in a pure state can

be described by a density matrix ρ ∈ B(H ), a rank-one, bounded, positive semi-definite

operator with unit trace. I will write the density matrix corresponding to a quantum

system in a pure state |ψ〉 ∈ H as ρ = |ψ〉〈ψ|, where 〈ψ| is the conjugate transpose of

|ψ〉.

The density matrix is particularly convenient in describing a quantum system that is

known to be in an ensemble of states ρi with probability pi. The state representing such

a quantum system is given by

ρ =
∑
i

piρi (2.1)

and has rank strictly greater than one.

2.1.2 State evolution

The state of a quantum system describes more than just its internal degrees of freedom; it

also describes the system’s relation to an external frame of reference [9, 22]. For example,

the direction of an electron’s spin is defined relative to an external reference frame for

direction such as a magnetic field or a gyroscope. The state of a quantum system can be

transformed such that the quantum system holds a different relationship to the external

frame of reference by performing an appropriate operation on the quantum system, i.e. by

rotating the spin of the electron.

The transformation of the state of a quantum system is mathematically described by
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a quantum operation, E : B(H )→ B(H ), satisfying the following three properties:

1. For any state ρ ∈ B(H ), 0 ≤ tr (E(ρ)) ≤ 1, where tr(·) denotes the trace operation;

2. For arbitrary probabilities pi, E (
∑

i piρi) =
∑

i piE(ρi);

3. E is a completely positive map. For any positive operator A, (I ⊗ E)(A) is a

positive operator where I is the identity operation acting on an ancillary system

and ⊗ denotes the tensor product operation.

Any quantum operation satisfying the above three properties can be decomposed into a

set of elements {Ki : H → H ; i ∈ (1, . . . , N)}, known as the operator elements of E , such

that [77]

E(ρ) =
N∑
i=0

KiρK
†
i . (2.2)

Furthermore, a quantum operation is called trace-preserving if

n∑
i=0

K†iKi = 1l (2.3)

and trace non-increasing if
n∑
i=0

K†Ki ≤ 1l. (2.4)

If the inequality in Eq. (2.4) is strict then the operation is trace-decreasing.

Two common types of quantum operations are unitary and noisy quantum operations.

A unitary operation is described by a quantum operation with a single operator element,

i.e.

E(ρ) = UρU †, (2.5)

where UU † = U †U = 1l. Unitary operations describe the evolution of isolated quantum

systems. However, in real applications quantum systems are not isolated. The unwanted

interactions between the system and its environment manifest themselves as noise. A

noisy quantum operation is described by an ensemble of quantum operations {pi, Ei, i ∈
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(0, . . . , N)}, where the quantum operation Ei is known to occur with probability pi. If

for all i ∈ (1, . . . , N) Ei(·) = Ui(·)U †i then a quantum system is said to undergo random

unitary evolution whose quantum operation is

E(·) =
N∑
i=1

pi Ui(·)U †i . (2.6)

Hence, a random unitary evolution is a noisy quantum operation whose operator elements

are
{√

pi Ui, i ∈ (1, . . . , N)
}

. In Sec. 2.4 I will show that the lack of a shared frame of

reference is mathematically described by a particular type of a noisy quantum operation.

2.1.3 Quantum Measurement

A special type of quantum operation is one that describes the process of measure-

ment. A measurement process is described by a trace non-increasing quantum operation

whose operator elements, referred to as measurement operators, are {Mi : H → H , i ∈

(1, . . . , N);
∑N

i=1M
†
iMi ≤ 1l}. If the state of the system prior to measurement is ρ the

probability, pi, that the measurement yields outcome i is given by

pi = tr
(
M †

iMiρ
)
. (2.7)

After the measurement the quantum system is in the state ρi given by

ρi =
MiρM

†
i

tr
(
M †

iMiρ
) . (2.8)

Two important types of quantum measurements are projective measurements and

positive operator-valued measurements, or POVM for short. A projective measurement

is described by a set of Hermitian operators
{

Πi : H → H , i ∈ (1, . . . , N); Πi = Π†i

}
that

satisfy

ΠiΠj = δij Πi. (2.9)

Any measurable quantity, such as the direction of an electron’s spin or its total angular

momentum, corresponds to Hermitian operator and vice versa [8]. Using the spectral
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decomposition of Hermitian operators any measurable quantity, M , can be written as

M =
∑
i

iPi, (2.10)

where {i} denote the set of eigenvalues of M .

A second type of measurement that will feature heavily in this thesis is the POVM

measurement. A POVM is described by a set of elements
{
Ei ≡M †

iMi, i ∈ (1, . . . , N);∑N
i=1Ei = 1l

}
called the POVM elements. POVM measurements are useful in cases, such

as the reference frame alignment protocol discussed in Sec. 1.3, where one is interested

only in the measurement outcomes and not on the state of the system after measurement.

2.1.4 Composite quantum systems

For many quantum information tasks several quantum systems are manipulated. The

state space, H , of a composite quantum system made of n sub-systems with corresponding

state spaces H (i) is given by the tensor product

H = H (1) ⊗ H (2) ⊗ . . .⊗ H (n). (2.11)

Furthermore, if the state of each sub-system is ρi ∈ B(H (i)) then the state ρ ∈ B(H ),

describing the composite quantum system, is the tensor product

ρ =
n⊗
i=1

ρi ≡ ρ1 ⊗ ρ2 ⊗ . . . ρn. (2.12)

A composite system whose state is given by the tensor product of the states of its

sub-systems is known to be in a product state. A composite system is said to be described

by a separable state, ρ, if the latter can be written as a convex sum of product states,

i.e.

ρ =
m∑
k=1

pm

n⊗
i=1

ρ
(k)
i . (2.13)

The state of a composite system is said to be non-seperable if it cannot be written as a

convex sum of product states.
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The above discussion shows how one describes the quantum state of a composite

system given that the states of its sub-systems are known. Given the state ρ ∈ B(H ) of

a composite quantum system the state of the ith sub-system, ρi ∈ B(H (i)), is given by

the reduced density matrix

ρi = tr6=i(ρ), (2.14)

where tr6=i denotes the partial trace operation over all sub-systems except sub-system

i. For example, if the composite quantum system is made of two, two-dimensional sub-

systems A and B, the partial trace operation over sub-system B is defined as

trB(|a1〉〈a2| ⊗ |b1〉〈b2|) ≡ |a1〉〈a2|tr(|b1〉〈b2|), (2.15)

where |ai〉 (|bi〉) are any two vectors in the Hilbert space, H (A) (H (B)), of A (B).

Just as in the case of a single quantum system the transformation and measurement of

the state of a composite system is described by a quantum operation, E : B(H )→ B(H ),

with operator elements {Km : H → H , m ∈ (0, . . . , N)}. A quantum operation is

separable if its operator elements can be written as a tensor product of operator elements

on each of the n sub-systems,

Km =
n⊗
i=1

Kmi , (2.16)

where Kmi denotes the operator element acting on subsystem i. A quantum operation

whose operator elements cannot be written as a tensor product of operator elements on

the individual sub-systems is called a non-separable operation.

2.2 Group representation theory

In this section I introduce the elements of group representation theory that are relevant to

my thesis. Particularly, in Sec. 2.2.1 I show that the set of transformations of a reference

frame for a particular degree of freedom of a quantum system form a unitary representa-

tion of a group. In Sec. 2.2.2 I define unitary and irreducible representations of finite and
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compact Lie groups and in Sec. 2.2.3 I show how a representation can be reduced into its

irreducible components by making use of the orthogonality relations between inequiva-

lent irreducible representations. Finally, Sec. 2.2.4 introduces the regular representation

of a group that will be used in chapter 4 and outlines some of its properties.

2.2.1 Group of transformations of a reference frame

In Sec. 2.1 I argued that the state of a quantum system describes both its internal degrees

of freedom as well as its relationship to an external frame of reference relative to which

the degrees of freedom of the quantum system are described. For example, when one

describes the spin degree of freedom of an electron as pointing in some direction n then

this direction is defined relative to an external directional reference frame.

Consequently, any transformation of the state of a quantum system is also defined

relative to an external frame of reference. An active transformation changes the degrees of

freedom of a quantum system leaving the external frame of reference unchanged, whereas

a passive transformation changes the orientation of the external frame of reference leaving

the degrees of freedom of a quantum system fixed.

The set of all possible transformations of a reference frame form a group as I now

explain. Let G denote the set of all possible transformations of the reference frame,

and for any two elements g1, g2 ∈ G let g1 · g2 denote their composition. Clearly the

identity operation, e, associated with leaving the reference frame unchanged belongs

to G. Furthermore, any two transformations applied consecutively give rise to another

valid transformation; i.e. for g1, g2 ∈ G, g1 · g2 ∈ G and g1 · (g2 · g3) = (g1 · g2) · g3

for all g1, g2, g3 ∈ G. Moreover, for any transformation, g1 ∈ G, there exists another

transformation, g−1
1 ∈ G, that undoes the action of g1 ∈ G; i.e. g1 · g−1

1 = e ∈ G. A set

that satisfies all of the properties mentioned above is called a group.

A sub-group, H, of a group G is a subset of G that is itself a group under the
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composition law for G. If H is a strict sub-set of G then the size of H is strictly less

than the size of G. The size of any sub-group of G is quantified by a measure of G.

Specifically, a measure of a group G is a function µ : G → R, g 7→ µ(g) such that for a

sub-group H ⊆ G

µ(H) ≡
∫
H

dhµ(h) ≤
∫
G

dg µ(g) ≡ µG, (2.17)

where I have assumed that G is a continuous group. If G is a finite group then one

simply replaces the integrals in Eq. (2.17) with sums over the group elements. The

measure of a group is said to be left-invariant if for any g ∈ G the measure of the set

gH = {gh; h ∈ H ∈ G}, satisfies µ(gH) = µ(H). Similarly, the measure of a group is

said to be right-invariant if µ(Hg) = µ(H) for any g ∈ G. The measure of a group is

said to be invariant if it is both right-invariant and left-invariant. If the group G is either

finite or a compact Lie group then it possess a unique, up to a multiplicative constant,

invariant measure known as the Haar measure [78]. I will denote the Haar measure of

a compact Lie group as dg, whereas the Haar measure of a finite group is given by 1
|G|

where |G| is the order of the group.

2.2.2 Representations of groups

In the previous section I showed that the set of passive transformations of a reference

frame form a group. As transformations are described by unitary operators in quantum

theory the action of the group G, associated with a reference frame, on the state space

of a quantum system is represented by a set of unitary transformations {Tg, g ∈ G}.

A representation T : G → GL(H ) of a group G acting on the Hilbert space H is a

homomorphism between G and GL(H ), the general linear group of dim(H ) × dim(H )

matrices over the complex numbers1. A unitary presentation T : G → GL(H ) is a

1In general a representation T is a homomorphism between G and GL(n,F), where F is a field, but
as we are dealing with complex Hilbert spaces, I will only focus on the the field of complex numbers.
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homomorphism between G and GL(H ) that satisfies Tg−1 = T †g , ∀g ∈ G.

The most fundamental representations for any group are the irreducible representa-

tions, or irreps for short. A representation T : G→ GL(H ) is reducible if there exists a

proper sub-space V ⊂ H such that for any |v〉 ∈ V , ∀g ∈ G, Tg|v〉 ∈ V . The sub-space

V ∈ H is called a proper invariant sub-space. Alternatively, T : G → GL(H ) is irre-

ducible if its action on H leaves no proper invariant sub-spaces. Two very important

results regarding irreps of groups are Schur’s lemmas [78].

Lemma 1 (Schur’s 1st lemma). Let T : G→ GL(H ) be a complex irrep and M : H → H

a linear map such that

MTg = TgM, ∀g ∈ G. (2.18)

Then

M = λ1l, λ ∈ C. (2.19)

Lemma 2 (Schur’s 2nd lemma). Let T : G→ GL(H1) and U : G→ GL(H2) be two irreps

and let M : H1 → H2 be a linear map such that

MTg = UgM, ∀g ∈ G. (2.20)

Then either M = 0, i.e. M |v〉 = 0 ∀|v〉 ∈ H1, or T and U are equivalent, i.e. Tg =

M−1UgM ∀g ∈ G.

A representation T : G → GL(H ) is fully reducible if, by a suitable choice of basis,

every matrix {Tg, g ∈ G} can be written as the direct sum of irreps, T
(λ)
g ,

Tg ∼=
⊕
λ∈Λ

α(λ) T (λ)
g , (2.21)

where λ labels the inequivalent irreps of G, α(λ) ∈ R denotes the multiplicity of irrep

T (λ), and Λ denotes the set of all inequivalent irreps of G. Consequently, the Hilbert
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space upon which representation T acts can be conveniently written as

H ∼=
⊕
λ∈Λ

H (λ) =
⊕
λ∈Λ

M(λ) ⊗N (λ), (2.22)

whereM(λ) is the space upon which the irrep T (λ) of G acts, known as the carrier space,

and N (λ) is the space upon which the trivial (identity) representation of G acts2, known

as the multiplicity space. Two important results regarding unitary representations are

that every finite unitary representation is fully reducible, and that every representation

of a finite or compact Lie group is equivalent to a unitary representation [78]. For this

reason I will only consider reference frames associated with finite or compact Lie groups.

In the next sub-section I show how a general representation T : G→ GL(H ) can be

reduced into inequivalent irreps using the orthogonality relations between inequivalent

irreps.

2.2.3 Orthogonality relations of inequivalent irreducible representations

The inequivalent irreps of a finite or compact Lie group satisfy the following orthogonality

relations [78].

Theorem 1. Let {T (λ)} be a set of unitary, complex, inequivalent irreps of a compact

Lie group G and let dλ = dim(T (λ)). Then∫
G

dg T
(λ)
kl (g)T (λ′)∗

mn (g) =
1

dλ
δλλ′δkmδln, (2.23)

where dg is the invariant Haar measure of G, and T
(λ′)∗
mn (g) denotes the complex conjugate

of T
(λ′)
mn (g).

Any result stated for compact Lie groups applies for finite groups as well by replacing∫
G

dg by 1
|G|
∑

g∈G. Theorem 1 provides an upper bound on the sum of the squares of

2The identity representation of a group G is the representation where every element g ∈ G is repre-
sented by the identity matrix.
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the dimensions of all inequivelent irreps of a finite group G as the set of
∑

λ∈Λ d
2
λ vectors,

T
(λ)
kl ≡


T

(λ)
kl (g = g1)

...

T
(λ)
kl (g = |G|)

 , λ ∈ Λ, k, l ∈ (1, . . . dλ), (2.24)

form an orthogonal set in the G-dimensional vector space of square integrable functions

of G. As a |G|-dimensional vector space cannot have more than |G| orthogonal vectors

it follows that ∑
λ∈Λ

d2
λ ≤ |G|. (2.25)

Theorem 1 can be re-stated in terms of the characters of inequivalent irreps. The

character, χg, of Tg is defined as χg ≡ tr(Tg). It follows from the cyclic property of the

trace that tr(ThTgTh−1) = χg, and hence elements in the same conjugacy class3, [s], have

the same character. Defining S ≡ {[s]} as the set of all conjugacy classes of a group the

compound character, χ, of a representation T : G→ GL(H ) is an |S|-dimensional vector

whose entries are χ[s], where χ[s] is the character of conjugacy class [s]. Similarly, χ(λ)

denotes the |S|-dimensional compound character of irrep T (λ). The following theorem

establishes the orthogonality relations between characters of inequivalent irreps.

Theorem 2. The characters of the inequivalent irreps of a compact Lie group G satisfy∫
G

dg χ(λ)
g χ(λ′)∗

g = δλλ′ , (2.26)

where dg is the Haar measure of G and χ
(λ′)∗
g denotes the complex conjugate of χ

(λ′)
g .

Theorem 2 implies that the number of inequivalent irreps of a finite group is less

than or equal to the number of conjugacy classes of the group as the set of |Λ| vectors,

{χ(λ), λ ∈ Λ}, form an orthogonal set in an |S|-dimensional vector space. As the latter

cannot have more than |S| orthogonal vectors it follows that |Λ| ≤ |S|.
3A conjugacy class [s] is defined as [s] ≡ {s ∈ G for which ∃h ∈ G such that s = hgh−1 for fixed g ∈

G}.
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In the next section I introduce the regular representation for finite and compact

Lie groups and show that the regular representation contains every inequivalent irrep a

number of times equal to its dimension. Using the regular representation I show that the

number of inequivalent irreps of a finite or compact Lie group is equal to the number of

conjugacy classes of the group.

2.2.4 The regular representation

An important representation for finite and compact Lie groups is the regular representa-

tion R : G → GL(H ) of dimension |G|. For ease of exposition consider the case where

G is a finite group, and to every element g ∈ G associate a basis vector |g〉 ∈ H , where

dim(H ) ≥ |G|. Relative to this basis the regular representation, R : G → GL(H ), of a

finite group G is a representation of G as a set of |G| × |G| matrices that map the set

{|g〉 ∈ H ; g ∈ G} into itself. It follows that the character of the regular representation

satisfies

tr(Rg) =

 |G| if g = e

0 otherwise.
(2.27)

Using Theorem 2 Eq. (2.27) implies

1

|G|
∑
g∈G

χ(λ)∗
g χ =

1

|G|
∑
g∈G

∑
λ′∈S

χ(λ)∗
g α(λ′)χ(λ′)

g

χ(λ)∗
e =

∑
λ′

α(λ′)δλλ′ . (2.28)

As χ
(λ′)∗
e = χ

(λ′)
e = dλ′ the regular representation contains every irrep T (λ) a number of

times equal to the dimension dλ of T (λ),

R =
⊕
λ∈Λ

dλ T
(λ)
g . (2.29)

Eq. (2.29) implies that the equality in Eq. (2.25) holds if the set of inequivalent irreps
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{T (λ)} is complete as

χ(Re) = |G| =
∑
λ

dλχ
(λ)
e

=
∑
λ

d2
λ. (2.30)

Indeed, from the discussion in Sec. 2.2.3, Eq. (2.30) implies that |S| = |Λ|; i.e. the number

of inequivalent irreps of a finite group G is equal to the number of conjugacy classes of

the group. The result is also true for the case of compact Lie groups.

In the next section I will apply the tools of representation theory to establish the

mathematical equivalence between SSRs and the lack of a shared frame of reference.

2.3 SSRs and the lack of a shared frame of reference

In this section I provide a mathematical treatment of the operational restrictions imposed

by SSRs (Sec. 2.3.1) and the restrictions imposed upon two parties lacking of a shared

frame of reference (Sec. 2.3.2).

2.3.1 Formal treatment of SSRs

In non-relativistic quantum theory every observable quantity corresponds to a Hermitian

operator and vice versa [8]. A SSR, as introduced by WWW52 [7], states that there

exist Hermitian operators that do not correspond to measurable quantities; i.e. the set of

observables, O, is a strict sub-set of all Hermitian operators acting on the Hilbert space

of a quantum system. Specifically, let |i〉, |j〉 ∈ H be two eigenstates of the conserved

quantity C corresponding to two distinct eigenvalues. A SSR for C states that for all

observables O,

〈i|O|j〉 = 0. (2.31)

Eq. (2.31) implies that the relative phase in a coherent superposition of eigenstates

of C cannot be measured. Indeed, let |ψ〉 = a|i〉+ beiθ|j〉 where a, b ∈ R and θ ∈ (0, 2π).
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Then

〈ψ|O|ψ〉 = a2〈i|O|i〉+ b2〈j|O|j〉 (2.32)

does not depend on θ. Consequently, the state |ψ〉 is operationally indistinguishable from

the mixed state

ρ = a2|i〉〈i|+ b2|j〉〈j|. (2.33)

No measurement exists that distinguishes |ψ〉〈ψ| from the state in Eq. (2.33). Conse-

quently, the total Hilbert space, H , can be conveniently written as

H ∼=
⊕
c

H (c), (2.34)

where H (c) ≡ {|i〉; Ĉ|i〉 = c|i〉} are the eigenspaces, or charge sectors, corresponding to

the eigenvalues of the operator Ĉ associated with the conserved quantity C4. It follows

that superpositions of eigenstates of a conserved quantity C cannot be prepared under

a SSR, as one way to prepare such states is to measure an observable whose eigenstates

are coherent superpositions of eigenstates of the conserved quantity C.

In addition, a SSR also imposes restrictions on the types of operations that can

be performed. Specifically, the only allowed unitary transformations, U , that can be

performed under a SSR are those that satisfy [U, Ĉ] = 0. In the next section I show that

the restrictions on the types of states and operations faced by two parties that lack a

shared frame of reference are equivalent to the restrictions that arise from SSRs.

2.3.2 Formal treatment of the lack of a shared frame of reference

In this sub-section I will provide a mathematical description on the types of states Alice

can prepare, as well as the types of operations that Alice can perform relative to Bob’s

frame of reference which she is lacking. I will show that the restrictions Alice faces due

4Note that the dimensions of the charge sectors, H (c) can in general be greater than one.
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to the lack of a shared frame of reference with Bob are equivalent to the restrictions Alice

faces under a SSR for a conserved quantity, Λ, associated with the reference frame.

Consider two parties, Alice and Bob, who wish to communicate information repre-

sented in the degrees of freedom of quantum systems but lack a shared frame of reference

relative to which the degrees of freedom of quantum systems are described. The set of all

possible transformations relating Alice’s and Bob’s frames of reference forms a unitary

representation of some symmetry group G. The knowledge Alice and Bob have about

which transformation {Tg, g ∈ G} relates their reference frames is given by the prob-

ability distribution {pg}, a measure on the group G. If Alice and Bob are completely

ignorant about the transformation relating their reference frames then {pg} is given by

the Haar measure.

Suppose Alice prepares the degrees of freedom of a quantum system in her possession

to be in a state ρ ∈ B(H ) according to her frame of reference. As Bob has complete

ignorance of Alice’s reference frame the description of the quantum system relative to his

frame of reference is given by the state

G[ρ] ≡
∫
G

dg TgρT
†
g , (2.35)

where G is the G-twirling operation. Note that the quantum operation of Eq. (2.35) has

the form of a random unitary operation (see Eq. (2.6) of Sec. 2.1.2).

As unitary representations of finite or compact Lie groups are fully reducible there

exists a basis relative to which the representation T : G→ GL(H ) can be written as

T ∼=
⊕
λ∈Λ′

α(λ)T (λ), (2.36)

where λ labels the dλ-dimensional inequivalent irreps T (λ) of the group G, α(λ) denotes

the multiplicity of T (λ), and Λ′ ≡ {λ ∈ Λ; α(λ) 6= 0}. Consequently, the Hilbert space H
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upon which representation T acts can be conveniently written as

H ∼=
⊕
λ∈Λ′

H (λ) =
⊕
λ∈Λ′

M(λ) ⊗N (λ), (2.37)

where H (λ) are the various sectors of the Hilbert space indexed by the irrep label λ. Each

sector can be written as a tensor product of two virtual sub-systems with corresponding

state spaces M(λ), N (λ) [58]. The space M(λ) is the dλ-dimensional space upon which

the irrep T (λ) of G acts irreducibly, and N (λ) is the α(λ)-dimensional space upon which

the trivial (identity) representation of G acts.

From the discussion above it follows that there exists a basis, {|λ,m, β〉}, relative to

which the total Hilbert space can be written as in Eq.(2.37) where λ denotes the irrep

of G, |λ,m〉 is an orthonormal basis ofM(λ), and |λ, β〉 is an orthonormal basis of N (λ).

In this basis the G-twirling operation of Eq. (2.35)) can be written as

G =
∑
λ∈Λ′

(DM(λ) ⊗ IN (λ)) ◦ P (λ), (2.38)

where D is the completely depolarizing map5,

D(A) =
tr(A)

dim(H )
1l, ∀A ∈ B(H ), (2.39)

I is the identity map, and

P(λ)(A) = ΠλAΠλ, (2.40)

where Πλ is the projector onto the space H (λ) [23]. Hence, in the basis {|λ,m, β〉}

the effect of the G-twirling operation is to eliminate any coherence between the various

sectors, H (λ), of the Hilbert space.

Indeed, the state in Eq. (2.35) is a G-invariant state, [G[ρ], Tg] = 0 for all g ∈ G. Thus,

under the lack of a shared frame of reference with Bob, the only states Alice can prepare

5If the probability distribution {pg} is not given by the Haar measure, then D is given by the partially
depolarizing channel.
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relative to Bob’s frame of reference are G-invariant states. This restriction is identical to

the one faced if Alice was subject to a SSR associated with a conserved quantity Λ.

Similarly, Alice faces a restriction on the types of operations she can perform relative

to Bob’s frame of reference. Suppose for a moment that the transformation Tg relating

Alice’s and Bob’s frames of reference is known. Let Bob prepare the degrees of freedom

of a quantum system in the state ρ ∈ B(H ) according to his frame of reference, send the

quantum system to Alice who performs the unitary operation U [ρ] ≡ UρU † (according

to her frame of reference) and returns the system back to Bob. Relative to Bob’s frame

of reference the resulting state of the quantum system is

Ũ [ρ] ≡ Tg ◦ U ◦ Tg−1 [ρ], (2.41)

where Tg−1(·) = T †g (·)Tg, and X ◦ Y [ρ] = X [Y [ρ]]. If Alice and Bob have complete

ignorance about the transformation relating their frames of reference then Eq. (2.41)

becomes

Ũ [ρ] =

∫
G

dgTg ◦ U ◦ Tg−1 [ρ]. (2.42)

Indeed, the most general quantum operation, E , performed relative to Alice’s frame

of reference is described relative to Bob’s frame of reference as

Ẽ =

∫
G

dg Tg ◦ E ◦ Tg−1 . (2.43)

The quantum operation of Eq. (2.43) is G-invariant; i.e. [Ẽ , Tg] = 0 for all g ∈ G where

[X ,Y ] = X ◦ Y − Y ◦ X . If Alice lacks a shared frame of reference with Bob the only

quantum operations that Alice can implement relative to Bob’s frame of reference are G-

invariant operations. This is precisely the same restriction Alice faces if she is subjected

to a SSR associated with the conserved quantity Λ.

In the next section I show how classical and quantum information can be communi-

cated between two parties that lack a shared frame of reference as well as how two parties

can align their respective frames of reference using quantum mechanical systems.
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2.4 Communication in the absence of a shared frame of refer-

ence

In this section I describe how parties can communicate classical (Sec. 2.4.1) and quantum

(Sec. 2.4.2) information in the absence of a shared frame of reference as well as how to

align their respective reference frames (Sec. 2.4.3).

2.4.1 Communication of classical information in the absence of a shared

frame of reference

Suppose that Alice has in her possession quantum mechanical systems and wishes to

communicate a classical message to Bob with whom she lacks a shared frame of reference

for the degrees of freedom of the quantum systems. As explained in Sec. 2.3.2 the lack of a

shared frame of reference causes Bob to describe any quantum state, ρ, prepared by Alice

as G[ρ] where G is a random unitary operation. Hence, the problem of communicating

information between two parties lacking a shared frame of reference is operationally

equivalent to the problem where the parties share a common frame of reference but

communicate through a collective noise channel.

The action of a collective noise channel on the quantum state ρ ∈ B(H ⊗N) of N

quantum systems is given by

GN [ρ] ≡
∫
G

dg T⊗Ng [ρ]T⊗N †g , (2.44)

where T⊗Ng ≡ T
(1)
g ⊗ . . . ⊗ T

(N)
g with T

(i)
g denoting the action of the channel on the

ith quantum system. As T : G → GL(H ) is a unitary representation the collective

representation T⊗N : G → GL(H ⊗N), where H ⊗N ≡ H (1) ⊗ . . . ⊗ H (N) with H (i) the

state space of the ith quantum system, can be reduced into irreps as (see Eq, (2.36))

T⊗N ∼=
⊕
λ∈Λ′

α(λ) T (λ). (2.45)
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Consequently, the total Hilbert space, H ⊗N , can be conveniently written in the block

diagonal basis {|λ,m, β〉} as

H ⊗N ∼=
⊕
λ∈Λ′

H (λ) =
⊕
λ∈Λ′

M(λ) ⊗N (λ). (2.46)

As the inequivalent sectors H (λ) can be perfectly distinguished by a measurement

whose operators are the projectors {Πλ} Alice can communicate at most log2 (|Λ′|) clas-

sical messages to Bob. As the number of inequivalent irreps for finite and compact Lie

groups is equal to the number of conjugacy classes of the group the maximum number

of classical bits that Alice can communicate is equal to log2 (|S|), where |S| denotes the

number of conjugacy classes of G. It follows that for the case of finite groups the rate

of transmission of classical information, defined as the ratio of classical bits to physical

quantum systems sent through the channel in the limit where the latter is asymptotically

large, is zero.

In the case where the lack of a shared frame of reference is associated with the compact

Lie groups U(1) and SO(3), associated with the lack of an optical phase reference and a

Cartesian frame of reference respectively, the rate of transmission of classical information

was shown to approach unity in the asymptotic limit [23, 70]. In the next section, I show

how Alice and Bob can communicate quantum information in the absence of a shared

frame of reference.

2.4.2 Communication of quantum information in the absence of a shared

frame of reference

Consider the problem where Alice and Bob lack a shared frame of reference for the

degrees of freedom of a quantum system and wish to communicate quantum information.

Recall that the action of the G-twirling operation in the block diagonal basis {|λ,m, β〉}

can be described by Eq. (2.38). As G acts irreducibly on M(λ) the virtual sub-system
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associated with this state space is a decoherence-full sub-system. On the other hand,

the G-twirling operation acts trivially on the multiplicity space N (λ) and the virtual

sub-system associated with this space is a decoherence-free or noiseless sub-system (NS).

The sector H (λ) is a decoherence-free sub-space (DFS) [59] if for any state
∣∣ψ(λ)

〉
∈ H (λ)

and any g ∈ G

T (λ)
g

∣∣ψ(λ)
〉

= ω(λ)(g)
∣∣ψ(λ)

〉
, (2.47)

where ω(λ)(g) ∈ C and |ω(λ)(g)||2 = 1, ∀g ∈ G. It follows that H (λ) is a DFS if and only

if the dimension of the decoherence-full sub-system is trivial.

Alice can communicate quantum information to Bob by utilizing a DFS/NS of the

total Hilbert space. However, as the action of the G-twirling operation destroys coher-

ences between the various sectors of the total Hilbert space only a single DFS/NS can

be used to transmit quantum data. The maximum amount of quantum information that

can be transmitted is log2

(
maxλ∈Λ′dim

(
N (λ)

))
. The rate of transmission of quantum in-

formation, defined as the ratio between the number of logical qubits to physical quantum

systems sent through the channel in the limit where the latter is asymptotically large,

was shown to be 1−O (log2(N)/N) [65].

However, in order to transmit either classical or quantum information in the absence

of a shared frame of reference Alice and Bob need to be able to perform the basis trans-

formation, V , that maps the tensor product basis, |i1〉⊗ . . .⊗ |iN〉, to the block diagonal

basis, |λ,m, β〉. The basis transformation, V , is known as the Schur-transform. It was

shown that the Schur transform can be implemented, up to an arbitrary error ε, using a

number of elementary gates that grows as N · poly(log(N), d, log(ε−1)), where N is the

total number of quantum systems and d is their dimension [68, 69]. In chapter 4 I will

introduce an alternative protocol for transmitting information through a collective noise

channel that requires fewer elementary gates in order to be implemented and achieves the

same asymptotic rate of transmission of quantum information as the protocols described
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in this section.

Whereas it is possible to efficiently communicate both classical and quantum informa-

tion in the absence of a shared frame of reference the protocols described in this section

and in Sec. 2.4.1 require that Alice and Bob have the resources to implement the Schur

transform every time they wish to communicate. Furthermore, Alice and Bob still face

the restrictions outlined in Sec. 2.3.2. In the next section I show how Alice and Bob can

lift the restrictions imposed by the lack of a shared frame of reference by performing a

reference frame alignment protocol.

2.4.3 Reference frame alignment

In this section I show how Alice and Bob can align their corresponding frames of reference.

In a reference-frame alignment protocol Alice prepares N quantum systems in a state

representing the orientation of her reference frame, g ∈ G, and sends them to Bob who

performs a measurement on the N systems and guesses the orientation of Alice’s reference

frame. The success of Bob’s guess, g′ ∈ G, regarding Alice’s reference frame is quantified

by a cost function, f(g, g′).

The task is to derive the state, |ψ〉 ∈ H ⊗N , that Alice should prepare and the POVM,

{E ′g, g′ ∈ G}, that Bob should perform in order to maximize/minimize the average

cost [57]

f̄ =

∫
G

dg pg′|g f(g, g′), (2.48)

where pg′|g is the conditional probability that Bob guesses Alice’s frame of reference to

be g′ ∈ G given that it is g ∈ G6.

The cost function, f(g, g′), is chosen so that it satisfies some physically reasonable

conditions; it should be independent of any background frame of reference and should

6If Bob has some knowledge about Alice’s reference frame, given by the probability distribution {pg},
then f̄ =

∫
G

dg pg pg′|g f(g′, g).
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only depend on the relative orientation between Alice’s and Bob’s frame of reference.

The former condition implies that the cost function is right-invariant, f(gh−1, g′h−1) =

f(g, g′), ∀h ∈ G, whereas the latter implies that the cost function is left-invariant,

f(hg, hg′) = f(g, g′), ∀h ∈ G. It was shown by Holevo [41] that for left-invariant cost

functions the optimal measurement is a covariant POVM whose elements are of the form

Eg = TgE0T
†
g , (2.49)

where E0 ≡ |e〉〈e| is a rank-one fiducial POVM element and T : G→ GL(H ). Eq. (2.49)

as well as the completeness relation
∫
g

dg Eg = 1l completely specify the form of |e〉 to

be [57]

|e〉 =
∑
λ∈Λ′

√
dλ

dim(N (λ))∑
n=1

∣∣ξ(λ)
n

〉
⊗
∣∣ζ(λ)
n

〉
, (2.50)

where
{∣∣∣ξ(λ)

n

〉} ({∣∣∣ζ(λ)
n

〉})
denotes an orthonormal basis of M(λ)

(
N (λ)

)
. Hence, the

measurement that optimizes the average cost of Eq. (2.48) is completely specified.

To determine the optimal state Alice should prepare let |ψ(g)〉 ≡ Tg|ψ〉 be the state

that represents Alice’s frame of reference. Substituting

p(g|g′) = tr (Eg′|ψ(g)〉〈ψ(g)|) (2.51)

into Eq. (2.48) yields

f̄ =

∫
G

dg

∫
G

dg′ tr (Eg′|ψ(g)〉〈ψ(g)|) f(g, g′)

=

∫
G

dg

∫
G

dg′ tr
(
Tg′ |e〉〈e|T †g′Tg|ψ〉〈ψ|T †g

)
f(g, g′). (2.52)

Using the cyclic property of the trace, the invariance of the Haar measure, and the

left-invariance of f(g, g′) Eq. (2.52) reduces to

f̄ =

∫
G

dg

∫
G

dg′ tr
(
T †g′−1g|e〉〈e|Tg′−1g|ψ〉〈ψ|

)
f(g, g′)

≡ 〈ψ|A|ψ〉, (2.53)
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where

A ≡
∫
G

dg

∫
G

dg′ T †g′−1g|e〉〈e|Tg′−1g f(g, g′). (2.54)

Thus, the state |ψ〉 ∈ H ⊗N that optimizes the average cost of Eq. (2.48) is the eigen-

state of operator A with the maximum/minimum (depending on the cost function used)

eigenvalue. The general form of |ψ〉⊗N is

|ψ〉⊗N =
∑
λ∈Λ′

dim(N (λ))∑
n=1

a(λ)
n

∣∣ξ(λ)
n

〉
⊗
∣∣ζ(λ)
n

〉
, (2.55)

where the coefficients a
(λ)
n depend on the choice of cost function. Notice that in general

the optimal state is entangled across the sub-spaces M(λ) and N (λ).

The state |ψ〉 ∈ H ⊗N that optimizes the average cost of the alignment protocol is

a reference-frame resource. However, as the optimal state depends on the cost function

used to quantify the reference-frame alignment protocol a situation may arise where a

particular state is deemed very resourceful under one cost function but less resourceful

under another. In the next chapter I introduce a new operational measure for quantifying

the success of an alignment protocol and establish a connection between reference-frame

alignment and the resource theory of quantum reference frames.



Chapter 3

Information theoretic interpretation of the

G-asymmetry for Abelian Groups

In this chapter I derive an operational, information-theoretic interpretation of the G-

asymmetry [40] that was thus far lacking. This chapter is organized as follows. In Sec. 3.1

I show that the G-asymmetry is equivalent to the relative entropy of frameness [38] and is

an upper bound to the accessible information. In Sec. 3.2 I introduce the alignment rate

as the amount of information Bob acquires per bounded-sized token of Alice’s reference

frame. For the case of a phase reference, associated with the group U(1) (Sec. 3.3), and

reference frames associated with ZM (Sec. 3.4) I show that the alignment rate is equal

to the linearized, regularized G-asymmetry.

3.1 Relative entropy of frameness, the Holevo Bound, and the

G-asymmetry

I now introduce the G-asymmetry of a state [40] and establish its connection to the Holevo

bound [41] and the relative entropy of G-frameness [38]. As mentioned in Sec. 2.3.2,

relative to Bob’s frame of reference, Alice is restricted to preparing G-invariant states

and G-invariant operations. It follows that any state that is not G-invariant is a resource.

Similar to the resource theory of entanglement the resourcefulness of a state is measured

by frameness monotones [79], or simply asymmetry measures [38, 80], that do not increase

under the set of G-invariant quantum operations. One measure of the resourcefulness of

44
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a state, ρ ∈ B(H ), is the G-asymmetry defined as [40]

AG(ρ⊗N) := S
(
GN
[
ρ⊗N

])
− S(ρ⊗N), (3.1)

where S(ρ) ≡ −tr(ρ log ρ) is the von Neumann entropy [8]. The G-asymmetry is defined

for all groups and for quantum systems of arbitrary dimension.

The G-asymmetry is equal to the Holevo quantity as I now show. For an ensemble of

states
{

dg,
(
TgρT

†
g

)⊗N}
the Holevo quantity, χ(N), is defined as

χ(N) ≡ S

(∫
G

dg
(
TgρT

†
g

)⊗N)− ∫
G

dg S
((
TgρT

†
g

)⊗N)
. (3.2)

Noting that for any unitary transformation U , S(UρU †) = S(ρ), Eq. (3.2) yields

χ(N) = S

(∫
G

dg
(
TgρT

†
g

)⊗N)− S(ρ⊗N)

= S (GN [ρ])− S(ρ⊗N) = AG(ρ⊗N). (3.3)

The G-asymmetry is also equal to the relative entropy of frameness as I now show.

The relative entropy of frameness, R, is defined as

R ≡ minσ∈I S (ρ||σ) , (3.4)

where S (ρ||σ) = −S(ρ) − tr (ρ log σ), and I ≡ {σ| G[σ] = σ ∈ B(Hd)} is the set of

invariant states. The equality between the relative entropy of frameness and the G-

asymmetry follows from the observation that theG-twirling operation is both idempotent,

G ◦ G = G1, and unital, G[I] = I. For such a quantum operation the following theorem

holds [38].

Theorem 3. Let G be a trace-preserving, completely positive map that is unital and

idempotent. Then the minimum relative entropy distance between an arbitrary state ρ ∈

B(H ) and a state σ ∈ Image(G) satisfies

minσ∈I S (ρ||σ) = S (G[ρ])− S(ρ). (3.5)

1More precisely a map E is idempotent if and only if the image of E is equal to the set of fix points
of E .
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The relative entropy of frameness is analogous to the relative entropy of entanglement

in the resource theory of LOCC. Indeed the regularized relative entropy of entanglement,

the relative entropy of entanglement per system of an N -partite state, has an operational

interpretation; it quantifies the rate of interconversion between states in a reversible

theory of entanglement [43]. However, no equivalent operational interpretation for the

relative entropy of frameness exists as it was shown by GMS09 that the regularized

G-asymmetry

lim
N→∞

AG(ρ⊗N)

N
= 0, (3.6)

on all states ρ ∈ B(H ), and for all finite and compact Lie groups [38].

In Secs. (3.3, 3.4) I will show that the relative entropy of frameness is equal to the

alignment rate in a reference-frame alignment protocol which I define in the next section.

3.2 The alignment rate

Consider the reference-frame alignment protocol described in Sec. 2.4.3 and let Alice

prepare a quantum system in the pure state |ψ〉 ∈ H . Bob’s description of the state of

Alice’s system is given by G[|ψ〉〈ψ|] (Eq. (2.35)); i.e. the pure state ensemble {dg, Tg|ψ〉}

({1/|G|, Tg|ψ〉} in the case of a finite group). Hence, Bob’s task is to determine g ∈ G.

Let X be the random variable consisting of the elements of G with uniform proba-

bility distribution given by the Haar measure. Alice sends classical information to Bob

by preparing N quantum systems in the state ρ(X)⊗N =
(
T (X)ρT (X)†)

)⊗N
, where

ρ = |ψ〉〈ψ| ∈ B(H ) is a pure state. Bob performs a positive operator valued measure

(POVM) {Ey} and obtains outcome y with probability py. Let Y denote the random

variable associated with Bob’s measurement outcome. It is natural to quantify Bob’s

success in determining g ∈ G by the accessible information, I(N)(X : Y ), defined as



47

the maximum amount of mutual information between random variables X and Y (see

Fig. 3.1), where the maximization is performed over all of Bob’s possible POVMs. The

H(X) H(Y )

H(X|Y ) H(Y |X)H(X : Y )

Figure 3.1: A Venn diagram representation of the relationships between various entropies.

The mutual information denotes the common information between random variables X

and Y and is defined as H(X : Y ) ≡ H(X) +H(Y )−H(X, Y ).

accessible information between X and Y is known to be upper bounded by the Holevo

quantity [41]. As the latter is equal to the G-asymmetry (Sec. 3.1) it follows that

I(N)(X : Y ) ≤ χ(N) = AG(ρ⊗N), (3.7)

and the amount of accessible information per quantum system sent by Alice is

I(N)(X : Y )

N
≤ AG(ρ⊗N)

N
. (3.8)

However, the regularized G-asymmetry, Eq. (3.6), is zero on all states and for all

finite and compact Lie groups [38] (see Eq. (3.6)). This is because the G-asymmetry is

not an extensive quantity. For this reason define the linearization function L : R→ R, a

monotonically increasing function that linearizes AG(ρ⊗N); that is, L is chosen such that

L(AG(ρ⊗N)) ∝ N in the limit N →∞ and define the regularized, linearized G-asymmetry

as

A
(reg)
G (ψ) ≡ lim

N→∞

L
(
AG
(
|ψ〉〈ψ|⊗N

))
N

. (3.9)
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Similarly, the alignment rate of a state |ψ〉 ∈ H is defined as

RG(ψ) ≡ lim
N→∞

L(I(N)(X : Y ))

N
. (3.10)

As L is a monotonic function the Holevo bound implies that RG(ψ) is bounded above

by A
(reg)
G (ψ). In the next section I will show that for the case where G = U(1), associ-

ated with the important case of photon-number SSR the alignment rate is equal to the

linearized, regularized U(1)-asymmetry.

3.3 Optimal rate for alignment of a phase reference

Let Alice and Bob share an ideal quantum channel but lack a shared phase reference. The

relevant group of transformations associated with a phase reference is U(1), the group

of real numbers modulo 2π. Physically, Alice and Bob lack a shared phase reference if

their local oscillators have an unknown relative phase, i.e. they are not phase locked. The

unitary representation, T , describing a phase shift θ ∈ U(1) is given by Tθ = eıθN̂ , where

N̂ is the number operator. If Alice and Bob have complete ignorance as to the relative

phase between their respective local oscillators then any state ρ ∈ B(H ) prepared by

Alice is described as G [ρ] by Bob.

As the number operator is unbounded (from above) T acts on an infinite dimensional

Hilbert space H . Using Schur’s lemmas [78], the representation T : U(1) → GL(H ) can

be decomposed into the one-dimensional irreps, T
(n)
θ = eıθn of U(1)

Tθ ∼=
∞⊕
n=0

α(n) T
(n)
θ , (3.11)

where the irrep label n represents the total photon number, and α(n) is the multiplicity

of irrep T (n). As I discussed in Sec. 2.3.2 the lack of a shared phase reference with Bob

imposes a photon-number SSR on Alice [23]. Consequently, it is convenient to write the
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total Hilbert space, H , as

H ∼=
∞⊕
n=0

H (n) =
∞⊕
n=0

M(n) ⊗N (n), (3.12)

where M(n) carries the irrep T (n) and N (n) carries the trivial representation of U(1).

In addition, under a photon-number SSR Alice is restricted to U(1)-invariant oper-

ations that were shown in [79] to be of two types: shifts in the total photon number

(by adding or removing photons), and changes in the relative amplitudes of different

photon-number states. In particular, the set of U(1)-invariant reversible transformations

consists of all unitary matrices that commute with the number operator and shifts in

photon number.

Thus, any qudit |ψ〉 ∈ H can be brought by U(1)-invariant unitary transformations

and shifts to a standard form

|ψ〉 =
d−1∑
n=0

√
pn|n〉, (3.13)

where the coefficients pn are real,
∑

n pn = 1, and |n〉 ≡ |n, α = 1〉 is a state inM(n)⊗N (n)

chosen to be the standard one. This is because under a photon-number SSR all states

|n, α〉 ∈ M(n) ⊗ N (n), for a given total photon-number n, are equivalent up to U(1)-

invariant unitary transformations. Hence, we can pick any pure state, say |n, α = 1〉 ∈

M(n) ⊗N (n), as our standard one.

Consider now a phase alignment protocol where Alice sends N copies of a qudit

prepared in the state |ψ〉 of Eq. (3.13) to Bob. The state |ψ〉⊗N is a superposition of

the tensor product basis {|x1 . . . xN〉, x1, . . . , xN ∈ (0, . . . , d − 1)}. Each such state

can be written in terms of the total photon number n and its multiplicity α. That is

|n, α〉 ≡ |x1 . . . xN〉 and α = 1, ..., ln, where ln denotes the number of orthonormal states

with the same photon number n. In the basis |n, α〉 the state |ψ〉⊗N can be written as

|ψ〉⊗N =

N(d−1)∑
n=0

ln∑
α=1

√
cn,α |n, α〉, (3.14)
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where cn,α are of the form cn,α = Πd−1
j=0p

rj
j and rj are positive integers (corresponding

to the number of times xj ∈ (0, . . . , d − 1) appears in |n, α〉) satisfying
∑

j rj = N and∑
j jrj = n. Moreover, by U(1)-invariant unitary operations the state∑

α

√
cn,α|n, α〉√∑
α cn,α

(3.15)

can be transformed to the standard state |n〉 ∈ M(n)⊗N (n). This transformation brings

|ψ〉⊗N to the form

|ψ〉⊗N =

N(d−1)∑
n=0

√
cn |n〉, (3.16)

where (see [37, 79])

cn =
∑(

N

r0 . . . rd−1

)
pr00 . . . p

rd−1

d−1 (3.17)

are the multinomial coefficients that arise from the expansion
(∑

n

√
pn|n〉

)⊗N
, where

terms giving rise to the same total photon number n are grouped together. Note that

the sum in Eq. (3.17) is taken over all non-negative integers rj for which
∑d−1

j=0 rj = N

and
∑d−1

j=0 jrj = n.

Bob’s description of the N qudits sent to him by Alice is given by

|ψ(θ)〉⊗N = (Tθ|ψ〉)⊗N =

N(d−1)∑
n=0

√
cn e

ınθ|n〉. (3.18)

Due to the lack of a shared phase reference Bob has complete ignorance about the value

of θ. As the photon-number SSR does not forbid us from performing any unitary on the

multiplicity spaces the state |ψ(θ)〉⊗N can be embedded in a (N(d− 1) + 1)-dimensional

Hilbert space. This is the key reason why the U(1)-asymmetry is not an extensive

quantity. Bob’s task is, therefore, to extract information about θ from a state in an

N(d− 1) + 1-dimensional Hilbert space instead of a dN -dimensional Hilbert space.

Suppose Bob’s POVM is given by {Eθ′ dθ′}, where Eθ′ ≥ 0 with
∫ 2π

0
Eθ′dθ

′ = 1l =∑N(d−1)
n=0 |n〉〈n|. How much does Bob learn about θ from such a measurement? Denote by

Θ the random variable associated with the relative phase, θ, between Alice’s and Bob’s
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phase references. That is Θ = θ with uniform probability distribution pθ = 1/2π. Denote

also by Θ′ the random variable associated with Bob’s measurement outcome θ′. Then as

discussed Sec. 3.2 the accessible information, I(N)(Θ : Θ′), satisfies

I(N)(Θ : Θ′) ≤ AU(1)

(
(|ψ〉〈ψ|)⊗N

)
. (3.19)

Using Eqs. (3.1, 3.18), the right-hand side of Eq. (3.19) is

AU(1)

(
(|ψ〉〈ψ|)⊗N

)
= S

(
G
[
|ψ〉〈ψ|⊗N

])
− S

(
|ψ〉〈ψ|⊗N

)
= S

N(d−1)∑
n=0

cn|n〉〈n|

 = H ({cn}) , (3.20)

where H({cn}) is the Shannon entropy of the probability distribution {cn}. Consequently,

the accessible information per copy of the state |ψ〉 ∈ Hd obeys

I(N)(Θ : Θ′)

N
≤ H ({cn})

N
. (3.21)

As I explained in Sec. 3.1 the right-hand side of Eq. (3.21) tends to zero in the limit

N → ∞ [38]. Indeed, so long as the photon-number spectrum is gapless, i.e. pn 6= 0 for

0 < n < d − 1 [37], the probability distribution {cn} can be approximated, in the limit

N →∞, with the normal distribution [81]

cn =
1√

2πσ2
N

exp

(
−(n− µN)2

2σ2
N

)
+O

(
1

N

)
, (3.22)

where

σ2
N = NV (ψ) ≡ N

d−1∑
n=0

n2pn −
(
d−1∑
n=0

npn

)2


µN = N
d−1∑
n=0

npn, (3.23)

with V (ψ) the photon-number variance of the state |ψ〉. Using Eq. (3.22) the right-hand

side of Eq. (3.20) reads (see [38] for details)

H ({cn})
N

=

1
2

log(4πNV (ψ)) +O
(

1√
N

)
N

. (3.24)
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Due to the logarithmic dependence of H({cn}) on N the U(1)-asymmetry is not an

extensive quantity, and as a result the limit N →∞ of Eq. (3.24) tends to zero.

Following the discussion of Sec. 3.2 introduce the linearization function, L(x) = 22x,

so that the regularized, linearized U(1)-asymmetry is given by

A
(reg)
U(1) (ψ) = lim

N→∞

L
(
AU(1)

(
|ψ〉〈ψ|⊗N

))
N

= 4πV (ψ). (3.25)

Furthermore, as L(x) = 22x is a monotonically increasing function it follows from Eq. (3.21)

that Eq. (3.25) is an upper bound for the rate of accessible information

L(I(N)(Θ : Θ′))

N
≤ L(AU(1)

(
|ψ〉〈ψ|⊗N

)
N

. (3.26)

In the following theorem I show that in the limit N →∞ the inequality in Eq. (3.26) is

saturated. That is, forG = U(1) the alignment rate, Eq (3.10), is equal to the regularized,

linearized G-asymmetry.

Theorem 4. For G = U(1)

RG(ψ) = A
(reg)
G (ψ) = 4πV (ψ),

where V (ψ) is the photon-number variance of the state |ψ〉.

Proof. Recall that the accessible information is the maximum mutual information, H(Θ :

Θ′), over all possible POVMs. Let Bob’s POVM elements be given by Eθ′ = |eθ′〉〈eθ′ |,

where

|eθ′〉 =
1√
2π

N(d−1)∑
n=0

eınθ
′ |n〉. (3.27)

Note that
∫

dθ′Eθ′ = 1l(N), where 1l(N) =
∑N(d−1)

n=0 |n〉〈n|. I remark that the measurement

of Eq. (3.27) has been shown to be optimal if the success of the alignment protocol is

quantified by a covariant cost function [56, 57]. I will show that in the limit N →∞ this

measurement also maximizes H(N)(Θ : Θ′) given by

H(N)(Θ : Θ′) =

∫ 2π

0

dθ

∫ 2π

0

dθ′p(θ, θ′) log

(
p(θ, θ′)

p(θ′) p(θ)

)
, (3.28)
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where the joint probability distribution p(θ, θ′) can be calculated using Bayes’ rule,

p(θ, θ′) = p(θ′|θ) p(θ). In this case

p(θ) =
1

2π

p(θ′|θ) =
∣∣∣〈e(θ′)|ψ(θ)〉⊗N

∣∣∣2 . (3.29)

Substituting Eqs. (3.17, 3.18) into Eq. (3.29) gives

p(θ′|θ) =
1

2π

N∑
n,m=0

√
cncm e

(ı(m−n)(θ−θ′))

=
1

2π

∣∣∣∣∣
N∑
m=0

√
cme

ım(θ−θ′)

∣∣∣∣∣
2

. (3.30)

From the equation above we see that p(θ′|θ) = p(θ|θ′). Therefore, the probability that

Θ′ = θ′ is given by

p(θ′) =

∫ 2π

0

p(θ′|θ)p(θ)dθ =
1

2π

∫ 2π

0

p(θ|θ′)dθ =
1

2π
. (3.31)

Hence, Eq. (3.28) reduces to

H(N)(Θ : Θ′) =
1

2π

∫ 2π

0

dθ

∫ 2π

0

dθ′p(θ′|θ) log(2πp(θ′|θ)). (3.32)

The expression for the conditional probabilities p(θ′|θ) can be greatly simplified. Note

that the sum in Eq. (3.30) runs over positive integers. In the limit of large N the sum

can be approximated by an integral over a continuous variable m. Furthermore, as µN

is large and positive the probability distribution corresponding to small photon numbers

lies at the tail end of the Gaussian distribution. Using the properties of the error function

the lower limit of integration can be extended to negative photon numbers accumulating

a negligible (O(N−1)) total probability. Making a change of variable, φ = θ − θ′, and

using Eq. (3.19), Eq. (3.30) becomes

pφ ≡ p(θ|θ′) =
1√

2πσ2
N

∣∣∣∣∣
∫ ∞
−∞

1√
2π

e

(
− (m−µN )2

4σ2
N

)
eımφdm

∣∣∣∣∣
2

+O

(
1√
N

)

=

√
2σ2

N

π
e−2φ2σ2

N +O

(
1√
N

)
. (3.33)
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Using Eq. (3.33) and noting that∫ 2π

0

dθ

∫ 2π

o

dθ′ =

∫ 2π

−2π

dφ

∫ 2π

φ

dθ, (3.34)

Eq. (3.32) reduces to

H(N)(Θ : Θ′) =

√
2σ2

N

π

∫ 2π

−2π

dφe−2φ2σ2
N × log

(√
8πσ2

N e
−2φ2σ2

N

)
+O

(
1√
N

)
. (3.35)

I note that the mutual information does not depend on the mean photon number as

expected, as the latter can be shifted using U(1)-invariant operations and therefore cannot

carry any phase information.

Using the approximations∫ 2π

−2π

dφ e−2φ2σ2
N =

∫ ∞
−∞

dx e−2σ2
Nx

2

+O

(
1

N

)
∫ 2π

−2π

dφφ2 e−2φ2σ2
N =

∫ ∞
−∞

dx x2 e−2σ2
Nx

2

+O

(
1

N

)
,

where the integrals on the right-hand side of Eq. (??) are equal to
√
π/2σ2

N and 1/2
√
π/8σ6

N

respectively one obtains, after simple algebra,

H(N)(Θ : Θ′) =
1

2
log(4πσ2

N) +O

(
1√
N

)
. (3.36)

Finally, linearizing the accessible information and taking the limit gives

lim
N→∞

L(I(N)(Θ : Θ′)

N
= lim

N→∞

2log(4πNV (ψ))

N
= 4πV (ψ). (3.37)

This completes the proof.

In the next section I show that the equality between the alignment rate and linearized,

regularized G-asymmetry also holds for the case where G = ZM .

3.4 Reference frame associated with ZM

Consider now the case where Alice and Bob share an ideal quantum channel but lack a

shared reference frame associated with the finite cyclic group of M elements ZM . For
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example, the case G = Z2 corresponds to the situation where Alice and Bob lack a

reference frame for chirality [79]. In this case the optimal rate for the alignment of

reference frames is not proportional to the variance even in the limit M → ∞, unlike

the U(1)-case in the previous section. This is not inconsistent with Theorem 4, as the

main assumption here is that N � M . Therefore, the results obtained in this section

are completely independent of the results in Sec. 3.3.

The unitary representation T : ZM → GL(H ) can be decomposed into one-dimensional

irreps, T (k), as

Tg ∼=
M−1⊕
k=0

α(k)T (k)
g , (3.38)

where k labels the irreps of ZM and α(k) is the multiplicity of irrep T (k). The lack of a

shared reference frame associated with ZM imposes restrictions on the type of states Alice

can prepare with respect to Bob’s reference frame. In order to describe these restrictions

it is convenient to write the total Hilbert space, H , as

H ∼=
M−1⊕
k=0

H (k) =
M−1⊕
k=0

M(k) ⊗N (k), (3.39)

whereM(k) is the carrier space of T (k) and N (k) carries the trivial representation of ZM .

Note that unlike the case in Sec. 3.3 there are a finite number of sectors, H (k), equal to

the order of the group.

In addition to preparation of states Alice also faces restrictions on the types of opera-

tions she can perform relative to Bob’s reference frame. More precisely, Alice is restricted

to ZM -invariant operations. In the case were Alice and Bob lack a chiral frame of ref-

erence (associated with Z2) it was shown in [79] that Z2-invariant operations are of two

types: shifts in the irrep label k (which in the case of chiral frames corresponds to the

bit flip operation, X), and changes in the relative amplitudes of different eigenstates of

irrep label k. Similarly, in the case of a ZM -SSR the ZM -invariant operations consist of

shifts (mod M) in the irrep label k, and changes in the relative amplitudes of different
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eigenstates of irrep label k.

Thus, any qudit |ψ〉 ∈ H can be brought by ZM -invariant unitary transformations

(and shifts) to a standard form

|ψ〉 =
M−1∑
k=0

√
pk|k〉, (3.40)

where the coefficients pk are real,
∑

k pk = 1, and |k〉 ≡ |k, α = 1〉 ∈ M(k) ⊗ N (k) is a

state in M(k) ⊗N (k) chosen to be the standard one. This is because under the ZM -SSR

all states |k, α〉 ∈ M(k)⊗N (k), for a given irrep label k, are equivalent up to ZM -invariant

unitary transformations. Hence, we can pick any pure state, say |k, α = 1〉 ∈ M(k)⊗N (k),

as our standard one.

In the reference-frame alignment protocol considered here, where the reference frame

is associated with ZM , Alice sends N copies of a qudit prepared in the state |ψ〉 of

Eq. (3.40) to Bob. The state |ψ〉⊗N is a superposition of the tensor product basis

{|x1 . . . xN〉, x1, . . . , xN ∈ (0, . . . , d − 1)}. Each such state can be written in terms

of the irrep label k and its multiplicity α. That is |k, α〉 ≡ |x1 . . . xN〉 and α = 1, . . . , lk,

where lk denotes the number of orthonormal states with the same irrep label k. In the

basis |k, α〉, the state |ψ〉⊗N can be written as

|ψ〉⊗N =
M−1∑
k=0

lk∑
α=1

√
ck,α |k, α〉, (3.41)

where ck,α are of the form ck,α = ΠM−1
j=0 p

rj
j and rj are positive integers (corresponding

to the number of times xj ∈ (0, . . . , d − 1) appears in |k, α〉) satisfying
∑

j rj = N and(∑
j jrj

)
modM

= k. Moreover, by ZM -invariant unitary operations the state∑
α

√
ck,α|k, α〉√∑
α ck,α

(3.42)

can be transformed to the standard state |k〉 ∈ M(k)⊗N (k). This transformation brings

|ψ〉⊗N to the form

|ψ〉⊗N =
M−1∑
k=0

√
ck|k〉, (3.43)
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where

ck =
∑(

N

r0 . . . rM−1

)
pr00 . . . p

rM−1

M−1 (3.44)

are the multinomial coefficients that arise from the expansion
(∑

k

√
pk|k〉

)⊗N
, where

terms giving rise to the same irrep label k are grouped together. I note that the sum in

Eq. (3.44) is taken over integers rj for which
∑

j rj = N and
(∑

j jrj

)
modM

= k.

Note that Eq. (3.44) is similar to Eq. (3.17) in Sec. 3.3 with the important difference

that
∑

j jrj is modulo M . As we are considering finite cyclic groups for which N �M ,

in the limit N → ∞ the probability distribution {ck} can no longer be approximated

with the normal distribution.

The coefficients ck can also be written as

ck =
M−1∑
m1=0

. . .
M−1∑
mN=0

δm̄,kpm1 . . . pmN , (3.45)

where m̄ =
∑

imi. In order to simplify calculations involving the discreet probability

coefficients {ck} the latter can be written, using the discreet Fourier transform, as

ck =
1

M

M−1∑
n=0

e−
ı2πkn
M zn, (3.46)

where

zn ≡
(
M−1∑
m=0

e
ı2πnm
M pm

)N

≡ (rne
ıθn)N (3.47)

with 0 < rn ≤ 1 and the phase θn ∈ [0, 2π). As z0 = 1 Eq. (3.46) can be written as

ck =
1

M

(
1 +

M−1∑
n=1

e−
ı2πkn
M zn

)
≡ 1

M
(1 + ∆k), (3.48)

where ∆k must be real since ck are real. Moreover, using the triangle inequality |∆k| ≤∑M−1
n=1 |zn|. As 1 ≤ n ≤ M − 1 and

∑M−1
m=0 pm = 1, where pm < 1, ∀m ∈ (0, . . . ,M − 1),

there exists 0 < sn < 1 such that |rneıθn| < sn. Therefore, |zn| < sNn . Denoting

smax ≡ max{sn} it follows that |∆k| ≤ (M − 1)sNmax and in the limit N → ∞ |∆k| goes

exponentially to zero for all k which also implies that as N →∞, ck → 1/M .
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Indeed the set of states{
T (g)|+〉 =

1

M

M−1∑
k=0

e
ı2πkg
M |k〉

∣∣∣ g = 0, . . . ,M − 1

}
, (3.49)

where |+〉 ≡ T (g = 0)|+〉, are optimal resources if Alice and Bob lack a shared frame of

reference for ZM . Bob can perfectly distinguish the states in Eq. (3.49) and learn Alice’s

reference frame. For example, if Alice and Bob lack a chiral frame, associated with Z2,

then the states |±〉 = 1/
√

2(|0〉 ± |1〉) encode all the information about Alice’s reference

frame. If Bob detects |+〉 then he knows that his and Alice’s chiral frames are aligned,

else they are anti-aligned.

Bob’s description of the N qudits sent to him by Alice is given by

|ψ(g)〉 = (Tg|ψ〉)⊗N =
M−1∑
k=0

√
ck e

ı2πkg
M |k〉. (3.50)

Due to the lack of a shared reference frame Bob has complete ignorance about the element

g ∈ ZM . As the SSR does not forbid us from performing any unitary on the multiplicity

spaces the state |ψ(g)〉⊗N can be embedded in a M -dimensional Hilbert space. Bob’s

task is, therefore, to extract information about g ∈ ZM from a state in an M -dimensional

Hilbert space instead of a dN -dimensional Hilbert space.

Suppose Bob’s POVM is given by {Ey, y ∈ ZM}, where Ey ≥ 0 with
∑

y∈ZM Ey =

1l =
∑M−1

k=0 |k〉〈k|. How much does Bob learn about g ∈ ZM from such a measurement?

Denote by X the random variable associated with the relative group element, x ∈ ZM ,

between Alice’s and Bob’s reference frames. That is X = x with uniform probability

distribution px = 1/M . Denote also by Y the random variable associated with Bob’s

measurement outcome, y ∈ ZM . Using the same reasoning as in Sec. 3.3 the accessible

information per copy obeys

I
(N)
ZM (X : Y )

N
≤ H ({ck})

N
. (3.51)
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where H({ck}) is the Shannon entropy of the probability distribution {ck}. Using

Eq. (3.48) the latter reads

H ({ck}) = − 1

M

M−1∑
k=0

(1 + ∆k) log

(
1

M
(1 + ∆k)

)
. (3.52)

As ∆k are small the Taylor expansion for the logarithm can be used. Noting that∑M−1
k=0 ∆k = 0 Eq. (3.52) can be written as

H ({ck}) = logM − 1

M ln 2

M−1∑
k=0

∞∑
n=2

(−1)n
∆n
k

n(n− 1)
. (3.53)

Note that H ({ck}) is equal to logM with a correction that, for large N , goes expo-

nentially to zero (recall that the ∆k’s go exponentially to zero). I now determine the

dominant part of this correction.

First note that

∑
k

∆2
k =

M−1∑
k=0

M−1∑
n,m=1

e
ı2πk(n+m)

M znzm = M
M−1∑
n=1

|zn|2

∑
k

∆3
k =

M−1∑
k=0

M−1∑
n,m,l=1

e
ı2πk(n+m+l)

M znzmzl

= M
M−1∑
n,m=1

znzmzM−(m+n), (3.54)

and similar expressions can be found for
∑

k ∆n
k for n > 3. Writing the complex numbers

zn as in Eq. (3.47), Eq. (3.54) becomes

∑
k

∆2
k = M

M−1∑
n=1

r2N
n

∑
k

∆3
k = M

M−1∑
n,m=1

(rnrmrM−(m+n))
N cos

(
N(θn + θm + θM−(m+n))

)
. (3.55)

As the sums in Eq. (3.55) are over terms that are very small only the dominant terms,

with the maximum value of rn, will contribute. Define

Q = {l
∣∣ rl = rmax} ; rmax ≡ max

n=1,...,M−1

∣∣∣∣∣
M−1∑
m=0

e
ı2πnm
M pm

∣∣∣∣∣ (3.56)
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to be the set of all integers, l, for which the magnitude of zl (see Eq. (3.47)) is maximum.

While the dominant terms in the first sum of Eq. (3.55) are proportional to r2N
max the

second sum is exponentially smaller than r2N
max. Similarly, for any n > 2 the sum

∑
k ∆n

k

is exponentially smaller than r2N
max. Therefore, Eq. (3.53) can be written as

H ({ck}) = logM − r2N
max

(
|Q|

2 ln 2
+O

((
r

rmax

)N))
, (3.57)

where r is some positive number smaller than rmax and |Q| denotes the size of Q. Note

that the maximum H ({ck}) can be is logM and this maximum is achieved if and only

if |ψ〉 in Eq. (3.40) is one of the optimal resource states in Eq. (3.52). It follows that the

regularized ZM -asymmetry goes to zero in the limit N →∞.

Just as in Sec. 3.3 the ZM -asymmetry is modified so that it scales linearly in N . This is

achieved by defining the linearization function L : R → R to be2 L(x) = − log(logM−x).

As this is a monotonically increasing function it follows that

L(I
(N)
ZM (X : Y ))

N
≤ L

(
AZM

(
(|ψ〉〈ψ|)⊗N

))
N

. (3.58)

In the following theorem I show that in the limit N →∞ the inequality in Eq. (3.58) is

saturated.

Theorem 5. Let |ψ〉 =
∑M−1

k=0

√
pk|k〉 as in Eq. (3.40). Then for G = ZM

RG(ψ) = A
(reg)
G (ψ) = −2 log rmax,

where

rmax = max
n∈{1,2,...,M−1}

∣∣∣∣∣
M−1∑
m=0

e
ı2πnm
M pm

∣∣∣∣∣ .
Proof. Let Bob’s POVM elements be given by Ey = |ey〉〈ey|, where

|ey〉 =
1√
M

M−1∑
k=0

e
ı2πky
M |k〉. (3.59)

2Following the linearization introduced in [79] for the special case of G = Z2.
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Note that
∑

y∈ZM Ey = 1l =
∑M−1

k=0 |k〉〈k|. I will show that the measurement in Eq. (3.59)

maximizes H(N)(X : Y ) given by

H(N)(X : Y ) =
∑
x,y

p(x, y) log

(
p(x, y)

p(x)p(y)

)
, (3.60)

where the joint probability distribution p(x, y) can be calculated using Bayes’ rule,

p(x, y) = p(y|x)p(x), and

p(x) =
1

M

p(y|x) = |〈ey|ψ(x)〉|2 . (3.61)

Substituting Eqs. (3.50, 3.59) into Eq. (3.61) gives

p(y|x) =
1

M

M−1∑
k,l=0

√
ck cle

ı2π(k−l)(x−y)
M

=
1

M

∣∣∣∣∣
M−1∑
k=0

√
cke

ı2πk(x−y)
M

∣∣∣∣∣
2

. (3.62)

From the equation above we see that p(y|x) = p(x|y). Therefore, the probability that

Y = y is given by

p(y) =
M−1∑
x=0

p(y|x)p(x) =
1

M

M−1∑
x=0

p(y|x) =
1

M
. (3.63)

Hence, Eq. (3.60) reduces to

H(N)(X : Y ) = logM +
1

M

M−1∑
x,y=0

p(y|x) log(p(y|x)), (3.64)

and using Eq. (3.48) the conditional probabilities, p(y|x), maybe written as

p(y|x) =
1

M2

M−1∑
k,l=0

e
ı2π(k−l)(x−y)

M

√
(1 + εkl), (3.65)

where εkl = ∆k+∆l+2∆k∆l. As εkl is small and second order in ∆ expanding the square

root in Eq. (3.65) to second order in εkl gives

p(y|x) =
1

M2

M−1∑
k,l=0

e
ı2π(k−l)(x−y)

M

(
1 +

1

2
(∆k + ∆l)−

1

8
(∆2

k + ∆2
l ) +

1

4
∆k∆l

)
+O(ε3kl).

(3.66)
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As p(y|x) = p(x|y) and
∑M−1

k=0 ∆k = 0

1

4M2

M−1∑
k,l=0

e
ı2π(x−y)(k−l)

M ∆k∆l =

 0 if x = y

1
4
|zx−y|2 if x>y

, (3.67)

and Eq. (3.66) can be written, after some algebra, as

p(x|x) = 1− 1

4M

M−1∑
k=0

∆2
k +O(∆3

k)

p(y 6= x|x) =
1

4
|zx−y|2. (3.68)

Using the same arguments as in Eqs. (3.53-3.56) above Eq. (3.68) can be written as

p(x|x) = 1− r2N
max

4

(
|Q|+O

((
r

rmax

)N))

p(y 6= x|x) =
1

4
|zx−y|2. (3.69)

I now break the mutual information, Eq. (3.64), into two terms

H(N)(X : Y ) = logM +
1

M

M−1∑
x=0

p(x|x) log(p(x|x)) +
2

M

∑
x>y

p(y|x) log(p(y|x)). (3.70)

Using Eq. (3.69), the approximation (1 − x) log(1 − x) = 1
ln 2

(−x + O(x2)), and noting

that the terms in the first sum of Eq. (3.70) are independent of x yields

1

M

M−1∑
x=0

p(x|x) log p(x|x) = − r
2N
max

4 ln 2

(
|Q|+O

((
r

rmax

)N))
. (3.71)

The second sum in Eq. (3.70) reads

2

M

∑
x>y

p(y|x) log(p(y|x)) =
1

2M

∑
x>y

|zx−y|2 log

( |zx−y|2
4

)
. (3.72)

Denoting n = x− y, and noting that
∑

x>y =
∑M−1

n=1

∑M−1−n
y=0 , Eq. (3.72) becomes

2

M

∑
x>y

p(y|x) log(p(y|x)) =
1

2M

M−1∑
n=1

(M − n)|zn|2
(
log |zn|2 − 2

)
. (3.73)
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Plugging Eqs. (3.71, 3.73) into Eq. (3.70) gives

H(N)(X : Y ) = logM − r2N
max

4 ln 2

(
|Q|+O

((
r

rmax

)N))

+
1

2M

M−1∑
n=1

(M − n)|zn|2
(
log |zn|2 − 2

)
. (3.74)

As only the largest |zn|’s will contribute significantly to the mutual information Eq. (3.74)

reduces to

H(N)(X : Y ) = logM − r2N
max

(
|Q|

4 ln 2
+

1

M

∑
q∈Q

(M − q)

+
N log(rmax)

M

∑
q∈Q

(M − q) +O

((
r

rmax

)N))
. (3.75)

Denoting by D ≡
∑
q∈Q(M−q)

M
Eq. (3.73) becomes

H(N)(X : Y ) = logM − r2N
max

(
|Q|

4 ln 2
+D(1−N log rmax) +O

((
r

rmax

)N))
. (3.76)

Finally, linearizing both the mutual information and the ZM -asymmetry yields

L(AZM
(
(|ψ〉〈ψ|)⊗N

)
= − log

(
|S|

2 ln 2
+O

((
r

rmax

)N))
− 2N log rmax,

L(H(N)(X : Y )) = − log

(
|S|

4 ln 2
+D(1−N log rmax) +O

((
r

rmax

)N))
− 2N log rmax.

(3.77)

Dividing both quantities in Eq. (3.77) by N and taking the limit N →∞ one notes that

the first term in both quantities tends to zero. Thus

lim
N→∞

L(AZM
(
(|ψ〉〈ψ|)⊗N

)
N

= lim
N→∞

L(H(N)(X : Y ))

N

= −2 log rmax. (3.78)

This completes the proof.
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Thus, the alignment rate is equal to the regularized, linearized ZM -asymmetry.

In this chapter I introduced a new measure for quantifying the success of an alignment

protocol, the alignment rate, and showed that for the case of a SSR associated with

the groups U(1) and ZM the alignment rate is equal to the linearized regularized G-

asymmetry. The results in this chapter provide an information-theoretic, operational

interpretation of the G-asymmetry which was thus far lacking. In the next chapter I

introduce a novel protocol for the communication of quantum information in the absence

of a shared frame of reference associated with an arbitrary finite group G.



Chapter 4

Efficient quantum communication under collective

noise

In this chapter I introduce a reference-frame independent protocol for communicating

quantum information in the absence of a shared frame of reference. Specifically, in Sec. 4.1

I introduce a protocol for communicating quantum information in the absence of a shared

frame of reference associated with an arbitrary finite group G. In Sec. 4.2 I construct the

encoding and decoding circuit implementation of my protocol and discuss the required

resources, i.e. the number of elementary gates, required to implement it. I show that

for specific groups, such as abelian (Sec. 4.2.1) and cyclic groups (Sec. 4.2.2), the total

number of elementary gates can be significantly decreased relative to the implementation

of [?].

4.1 A novel protocol for transmitting quantum data in the ab-

sence of a shared frame of reference

Suppose Alice and Bob lack a shared frame of reference associated with a finite group G.

If Alice prepares N , d-dimensional quantum systems in a state ρ ∈ B(H ⊗Nd ) then Bob’s

description of the state of the N systems is

EN [ρ] =
∑
g∈G

pgT
⊗N
g ρT⊗N, †g , (4.1)

where T⊗N : G→ GL(H ⊗Nd ) and the probability distribution {pg; g ∈ G} denotes Alice’s

and Bob’s knowledge of the element g ∈ G relating their reference frames. As I mentioned

in Sec. 2.4.1 the lack of a shared frame of reference between two parties (Eq. (4.1)) is

65
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equivalent to the parties sharing a collective noise channel.

For an r-qudit state |ψ〉 ∈ H ⊗rd and a representation T : G → GL(Hd) define the set

of states S
(T )
(r,|ψ〉) ≡ {|ψ(g)〉 = T⊗rg |ψ〉, g ∈ G}. I will be interested in those sets, S

(T )
(r,|ψ〉),

for which the following two conditions are fulfilled. For any pair g, h ∈ G, it holds that:

(1) the states |ψ(g)〉, |ψ(h)〉 ∈ S(U)
(r,|ψ〉) are mutually orthogonal, i.e. 〈ψ(g)|ψ(h)〉 = δgh,

(2) T⊗rh |ψ(g)〉 = |ψ(h · g)〉 ∈ S
(T )
(r,|ψ〉), where h · g denotes the group product between

g, h ∈ G. In particular, the set S
(T )
(r,|ψ〉) is closed under the action of T⊗r : G →

GL(H ⊗rd ).

I now show how the existence of a set of states satisfying the above two properties allows

for the possibility of error-free transmission of quantum information through a collective

noise channel; i.e. for a reference frame independent quantum communication.

Suppose Alice wishes to transmit a state |φ〉 ∈ H ⊗md to Bob through a collective noise

channel described by Eq. (4.1), and assume for now that there exists an integer r and a

state |ψ〉 ∈ H ⊗rd such that S
(T )
(r,|ψ〉) fulfills condition (1) and (2) above. Alice can encode

the state |φ〉 ∈ H ⊗md by preparing m+ r qudits in the state

|χφ〉 =
1√
|G|

∑
g∈G

|ψ(g)〉 ⊗ (T⊗mg |φ〉), (4.2)

with |ψ(g)〉 ∈ S(T )
(r,|ψ〉). Sending the r+m qudits prepared in the state of Eq. (4.2) through

the channel yields

∣∣χ′φ〉 = T
⊗(r+m)
h |χφ〉

=
1√
|G|

∑
g∈G

T⊗rh |ψ(g)〉 ⊗ (ThTg)
⊗m|φ〉),

(4.3)

for some h ∈ G. As T⊗rh |ψ(g)〉 = |ψ(h · g)〉 ∈ S(T )
(r,|ψ〉) (condition (2)) Eq. (4.3) becomes,
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using h · g = k ∈ G,

∣∣χ′φ〉 =
1√
|G|

∑
k∈G

|ψ(k)〉 ⊗ (T⊗mk |φ〉) = |χφ〉. (4.4)

Therefore, the state of Eq. (4.2) lies in a DFS as it is invariant under the action T
⊗(m+r)
h

for all h ∈ G and for any probability distribution {pg; g ∈ G}.

To decode the quantum data Bob performs the measurement described by {Mg′ =

|ψ(g′)〉〈ψ(g′)| for g′ ∈ G, M⊥ = I −∑g′∈GAg′} on the first r qudits. Conditioned on the

outcome g′ ∈ G Bob applies the unitary correction Tg′−1 on all the remaining m qudits.

Note that outcome M⊥ has zero probability of occurring.

The protocol outlined above is an extension of the measure and re-align protocol of

Bartlett et al. where Alice prepares the state |χφ〉 = |ψ(g)〉⊗U⊗mg |φ〉 for some g ∈ G [82].

Unlike the measure and re-align protocol, where Bob measures the first r qudits to learn

Alice’s frame of reference, no information about Alice’s frame of reference is obtained

by measuring the first r qudits of Eq. (4.2), only about which unitary transformation is

needed in order to retrieve the message.

I now show that for isomorphic representations of finite groups the set of states

S
(T )
(r,|ψ〉) can always be constructed (Theorem 7). First, I show that for an isomorphic

representation T : G → GL(Hd) there exists a finite integer r such that T⊗r : G →

GL(H ⊗rd ) contains the regular representation, R, of G as a sub-representation. Next I

show that there exists an integer r and a state |ψ〉 ∈ H ⊗rd such that the set of states

S
(T )
(r,|ψ〉) satisfies conditions (1) and (2) above if and only if T⊗r : G→ GL(H ⊗rd ) contains

the regular representation, R, of G as a sub-representation.

Lemma 3. Let T : G→ GL(Hd) be an isomorphic representation of G. Then there exists

a finite integer r such that T⊗r : G → GL(H ⊗rd ) contains the regular representation, R,

as a sub-representation.
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To prove Lemma 3 I will make use of the following theorem whose proof can be found

in [83].

Theorem 6. Let T : G → GL(Hd) be an isomorphic representation of G. Then there

exists an integer n such that T⊗n : G → GL(H ⊗nd ) contains every irrep of G at least

once.

Proof. (Lemma 3). As G is a finite group and T : G → GL(Hd) is isomorphic to G it

follows from Theorem 6 that there exists an integer n such that T⊗n : G → GL(H ⊗nd )

contains every irrep of G at least once. Defining Γ =
⊕|Λ|

k=1 T
(k), where Λ denotes the

complete set of inequivalent irreps of G, it follows that

T⊗n ∼= Γ
⊕

V, (4.5)

where V is a representation of G. Now consider the decomposition of T⊗nm : G →

GL(H ⊗nm) where m is some integer. This may be written as

T⊗nm ∼=
(

Γ
⊕

V
)⊗m

. (4.6)

If two matrices A and B are block diagonal then A ⊗ B is also block diagonal, and

if A and B are representations of G then so is A ⊗ B. Moreover, A ⊗ B is reducible so

that each block of A⊗B can be reduced further into sub-blocks. Consider only the block

Γ⊗m from Eq. (4.6). This block can be written as

Γ⊗m ∼=

 |Λ|⊕
k=1

T (k)

⊗ Γ⊗m−1

=

|Λ|⊕
k=1

T (k) ⊗

 |Λ|⊕
k′=1

T (k′)

⊗m−1

. (4.7)

Each block, labeled by k, in Eq. (4.7) consists of sub-blocks given by T (k)
⊗m−1

i=1 T (νi),

where νi can take any value from Λ. One such sub-block is the one where all νi = k. If
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T (k) is simply isomorphic to G then by Theorem 6 there exists an integer m such that

T (k)⊗m = Γ
⊕

V ′, where V ′ is a representation of G. If T (k) is not isomorphic to G then

T (k) ⊗ Γ =
⊕

k′ a
(k′)T (k′), and T (k) ⊗ Γ⊗m−1 =

(⊕
k′ a

(k′)T (k′)
)
⊗ Γ⊗m−2. Using the same

reasoning as above it follows that for suitable integer m the block T (k)⊗Γ⊗m will contain

Γ as a sub-representation. Hence

Γ⊗m ∼= κΓ
⊕

Ω, (4.8)

where κ > 1 is an integer and Ω is a representation of G. This process can be carried as

far as we like increasing the multiplicity of every irrep as much as we like.

As the dimensions of all irreps are finite there exists an integer, rk for each k, such that

the irrep T (k) occurs at least dim(T (k)) times in T⊗rk . Choosing r = max{rk} ensures

that T⊗r contains the regular representation, R, as a sub-representation.

Using the results of Lemma 3 the existence of the set S
(T )
(r,|ψ〉) follows directly from the

next theorem.

Theorem 7. Let T : G→ GL(Hd). Then there exists an integer r and a state |ψ〉 ∈ H ⊗rd

such that S
(T )
(r,|ψ〉) satisfies both conditions (1) and (2) if and only if T⊗r : G→ GL(H ⊗rd )

contains the regular representation, R, of G.

Proof. To prove the backward implication assume that T⊗r = R⊕k α
(k)T (k). The total

Hilbert space, H ⊗rd , decomposes as H ⊗rd
∼= HR

⊕
k H (k), where HR is the Hilbert space

on which the regular representation, R, is acting. Denote by {|ψ(g)〉; g ∈ G} the first

|G| standard basis vectors in H ⊗rd ; i.e. the computational basis of HR embedded in the

dr-dimensional Hilbert space H ⊗rd . From the definition of the regular representation it

follows that

T⊗rh |ψ(g)〉 = |ψ(h · g)〉 = |ψ(k)〉, ∀h, g, k ∈ G. (4.9)

Thus the set of states {|ψ(g)〉; g ∈ G} satisfies properties (1) and (2).
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To prove the forward implication assume that the set of states S
(T )
(r,|ψ〉), where |ψ〉 ∈

H ⊗rd , satisfies properties (1) and (2). Define

PG ≡
1

|G|
∑
g∈G

T⊗rg |ψ〉〈ψ|T⊗r †g

=
1

|G|
∑
g∈G

|ψ(g)〉〈ψ(g)|. (4.10)

Then by property (2)

T⊗rh PG T
⊗r †
h =

1

|G|
∑
g∈G

T⊗rh |ψ(g)〉〈ψ(g)|T⊗r †h

=
1

|G|
∑
g∈G

|ψ(h · g)〉〈ψ(h · g)| = PG. (4.11)

It then follows form Schur’s first lemma [78] that PG is a multiple of the G-dimensional

identity. Using Eq. (2.38), Eq. (4.11) may also be written as

PG =
∑
k

(DM(k) ⊗ IN (k)) ◦ P(k)[|ψ〉〈ψ|]. (4.12)

Write

|ψ〉 =
∑
k

ck
∣∣ψ(k)

〉
, (4.13)

where ck ∈ C satisfy
∑

k|ck|2 = 1 and
∣∣ψ(k)

〉
= Πk|ψ〉. Using the Schmidt decomposition

and defining
{∣∣∣ξ(k)

n

〉}
and

{∣∣∣ζ(k)
n

〉}
as orthonormal basis forM(k) and N (k) respectively∣∣ψ(k)

〉
may be written as ∣∣ψ(k)

〉
=

d̃k∑
n=1

µ(k)
n

∣∣ξ(k)
n

〉∣∣ζ(k)
n

〉
, (4.14)

where d̃k ≤ min{dk = dim(M(k)), dim(N (k))} and 0 6= µ
(k)
n ∈ R are the Schmidt coeffi-

cients. Substituting Eq. (4.14) into Eq. (4.12), and using Eq. (2.39), gives

PG =
∑
λ

|cλ|2
d̃λ∑
n=1

|µ(λ)
n |2

1ldλ
dλ
⊗ |ζ(λ)

n 〉〈ζ(λ)
n |. (4.15)



71

Computing the rank on both sides of Eq. (4.15), and using the notation

ρN (k) = trM(k) [|ψ(k)〉〈ψ(k)|], one obtains

|G| =
∑
k

dk rk (ρN (k)) . (4.16)

As |G| = ∑k d
2
k (see Sec. 2.2.4) and rk (ρN (k)) = d̃k ≤ dk ∀k it follows that rk (ρN (k)) =

d̃k = dk. Hence, d̃k = min{dk = dim(M(k)), dim(N (k))} and therefore the multiplicity of

each irrep, dim(N (k)), occurs a number of times greater than or equal to its dimension

dk. Thus, T⊗r : G → GL(H ⊗r) contains the regular representation, R, of G as a sub-

representation. This completes the proof.

Using Theorem 7 the state |ψ〉 ∈ H ⊗rd can be chosen to be

|ψ〉 =
∑
k

√
dk
|G|

dk∑
n=1

∣∣ξ(k)
n

〉
⊗
∣∣ζ(k)
n

〉
(4.17)

as I now show. Using the observation of Eq. (4.11) PG = 1
|G|1l, where 1l is the G-

dimensional identity operator, and substituting Eqs. (4.13, 4.14) one obtains

PG =
1

|G|
∑
k

IM(k) ⊗ IN (k) =
∑
k

|ck|2 (DM(k) ⊗ IN (k))
[
|ψ(k)〉〈ψ(k)|

]
. (4.18)

As both D and I are trace-preserving quantum operations looking at a single sector, k,

and computing the trace on both M(k) and N (k) yields

1

|G|d
2
k = |ck|2. (4.19)

Furthermore, as P 2
G = 1

|G|PG and

P 2
G =

∑
k

|ck|4
∑
n

|µ(k)
n |4
|ξ(k)
n 〉〈ξ(k)

n |
d2
k

⊗ |ζk)
n 〉〈ζk)

n |, (4.20)

equating the terms of Eq. (4.20) and Eq. (4.15) yields

|cλ|2|µ(λ)
n |2

dλ

(
|cλ|2|µ(λ)

n |2
dλ

− 1

|G|

)
= 0. (4.21)

Thus, using Eq. (4.19) µ
(k)
n = d

−1/2
k ∀k, n.

In the next section I calculate the number of single and two-qubit gates required to

encode quantum data using the protocol outlined in this section.
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4.2 Circuit implementation of reference frame independent pro-

tocol

In this section I analyze the required resources for encoding and decoding quantum

data using the protocol introduced in Sec. 4.1. In addition, I show that the number of

elementary gates can be greatly reduced in the case where G is a finite abelian (Sec. 4.2.1)

or cyclic group (Sec. 4.2.2). For ease of exposition I will assume throughout this section

that all the physical systems are qubits and determine the number of elementary gates

for the case of qudits at the end of this section.

Recall that the protocol encodes quantum information contained in an m-qubit state,

|φ〉 ∈ H ⊗m2 , by preparing the state of Eq. (4.2) where |ψ〉 ∈ H ⊗r2 for finite r is given by

Eq. (4.17). Note that there are r′ = log2|G| orthogonal token states that are, however,

encoded into r ≥ r′ qubits to ensure the proper behavior under the action of the collective

noise channel (Eq. (4.1)). To each group element, g ∈ G, associate a computational basis

vector

|g〉 ≡ |ir′ , . . . i1〉 ∈ H ⊗r
′

2 , (4.22)

where g =
∑r′

k=1 2k−1ik is a binary representation of the element g ∈ G. Define the

unitary operation, A, as

A|0〉⊗r−r′|g〉 ≡ |ψ(g)〉, (4.23)

i.e. a computational basis state |g〉 of r′ qubits embedded into H ⊗r2 is transformed to a

state |ψ(g)〉 ∈ S(T )
(r,|ψ〉). Thus, Eq. (4.2) can be re-written as

|χφ〉 =
(
A⊗ 1l

)
|0〉⊗r−r′ 1

|G|
∑
g∈G

|g〉 ⊗ T⊗mg |φ〉. (4.24)

The encoding of quantum information takes place in two steps. First one prepares



73

the r′ +m qubit state

1

|G|
∑
g∈G

|g〉 ⊗ T⊗mg |φ〉, (4.25)

followed by the r qubit operation A⊗ 1l which can be implemented using at most O(2r)

elementary gates. The latter is the number of gates required to implement the measure

and re-align protocol of BRST09 [82]1. In the following I concentrate on the first step,

and in particular the efficient implementation of the unitary operation, W , acting on

r′ +m qubits

W =
∑
g∈G

|g〉〈g| ⊗ T⊗mg . (4.26)

To present a circuit implementation of the gate in Eq. (4.26) define the unitary oper-

ators

Wg = (1l− |g〉〈g|)⊗ 1l + |g〉〈g| ⊗ Tg,

Wm
g = (1l− |g〉〈g|)⊗ 1l + |g〉〈g| ⊗ T⊗mg . (4.27)

In case {|g〉} forms a complete orthonormal basis on H ⊗r
′

2 (i.e. |G| = 2r
′
) one obtains

W ≡
∏
g∈G

Wm
g (4.28)

and

W
(
|+〉⊗r′ ⊗ |φ〉

)
=

1

|G|
∑
g∈G

|g〉 ⊗ T⊗mg |φ〉, (4.29)

where

|+〉⊗r′ =
1

|G|
∑
g∈G

|g〉. (4.30)

If {|g〉} does not form a complete orthonormal basis, that is |G| < 2r
′
, W must be applied

to a state |Υ〉 ∈ H ⊗r
′

2 , that is the superposition of |G| computational basis states and

1Note that Alice can always choose to send the state |ψ(e)〉 ⊗ |φ〉.
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does not coincide with |+〉r′ . Such an input state can be easily generated in the following

way. Let r̃ < r′ be such that 2r̃−1 < |G| < 2r̃. Then,

|Υ〉 =
r̃⊗
i=2

(|0〉〈0| ⊗ 1l + |1〉〈1| ⊗ Ui) |+〉⊗r
′
. (4.31)

Choosing Ui, acting on qubit i, either as Ui = 1l or Ui|+〉 = |0〉 and preparing the first

qubit in a state cosα|0〉 + sinα|1〉, for some choice of α rather than |+〉, allows one

to generate any desired superposition of the form |0〉|+ . . .+ +〉 + |1〉|+0 . . . 0+〉 with r̃

gates.

I will now outline a circuit implementing the gate W of Eq. (4.26), that corresponds

to the sequence of controlled-unitary gates, Wm
g , for all possible values of g ∈ G. The

latter can be implemented by applying local unitaries σ
(ir′ )
x ⊗ . . . ⊗ σ

(i1)
x to the first r′

qubits such that

σ(ir′ )
x ⊗ . . .⊗ σ(i1)

x |ir′ . . . i1〉 = |1〉⊗r′ (4.32)

and then applying the gate

V m
g ≡ (1l− |1〉〈1|⊗r′)⊗ 1l + |1〉〈1|⊗r′ ⊗ T⊗mg . (4.33)

The gate in Eq. (4.33) can be implemented by applying the gate

Vg = (1l− |1〉〈1|⊗r′)⊗ 1l + |1〉〈1|⊗r′ ⊗ Tg (4.34)

m times, where the control qubits remain the same but the target qubit is always a

new one. The implementation of the gates V m
11...1 corresponding to the group element

|g〉 = |11 . . . 1〉, Wm
g , and W is shown in Figs. (4.1, 4.2, 4.3) respectively.

It was shown in [84] that a control gate of the form

Λr′(U) = (1l− |1〉〈1|⊗r′)⊗ 1l + |1〉〈1|⊗r′ ⊗ U, (4.35)

where r′ denotes the number of control qubits, can be implemented using 40(r′ − 2) + 1

elementary gates. In order to apply a controlled-T⊗mg gate one simply applies the m
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V m
g

• •

• •

• •

• •

• •

= |0〉 • • • •
Tg

Tg

|φ〉 Tg

. . .

Tg

Figure 4.1: The quantum circuit implementation of the encoding operation V m
g .

controlled-Tg gates with different target qubits in between two r′-controlled-σx gates (see

Fig. 4.1). Thus,

f(r′) ≡ 40(r′ − 2) +m (4.36)

elementary gates are required to implement V m
g , and using another r′ operations for local

basis change in the control register a total of

M ≡ 40(r′ − 2) +m+ r′ (4.37)

gates are required to implement Wm
g

2. As a total of |G| different gates Wm
g need to

be applied to implement W (see Fig. 4.3) one finds that the total number of elementary

gates is

|G|M = |G|(41r′ − 80 +m), (4.38)

2Note that the r′ operations after V m
g can be combined with the first set of r′ operation of the

subsequent gate Wm
h .
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Wm
g

(σx)ir′⊕1

V m
g

(σx)ir′⊕1

(σx)i4⊕1 (σx)i4⊕1

(σx)i3⊕1 (σx)i3⊕1

(σx)i2⊕1 (σx)i2⊕1

(σx)i1⊕1 (σx)i1⊕1

= |0〉

|φ〉

Figure 4.2: The quantum circuit for Wm
g for any state |g〉 = |ir′ . . . i1〉. The gate (σx)im⊕1

flips the mth qubit of the input state, if the mth digit, im, in the binary representation of

g ∈ G is zero. After implementing the gate V m
g the bit string is restored to its original

value.
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H

Wm
00...00 Wm

00...01 Wm
00...10

. . .

H . . .

|00 . . . 0〉 H . . .

H . . .

H . . .

. . .

. . .

. . .

|φ〉 . . .

. . .

. . .

Wm
11...1

Figure 4.3: The circuit implementation of the encoding circuit W =
∑

g∈GW
m
g , where

g ∈ G is written in binary notation.

where |G| = 2r
′
. That is, the resources required to encode the quantum data are linear

in the number of logical qubits, m, and scale as |G| log|G|.

The decoding of the quantum data can also be performed efficiently as Bob simply

measures in the basis {|ψ(g)〉} and applies, depending on the outcome, one of the op-

erations T⊗mg−1 in order to retrieve the state |φ〉 ∈ H ⊗m2 . In practice this can be done

by implementing the inverse of the unitary operation A ⊗ 1l appearing in Eq. (4.23);

i.e. A† ⊗ 1l, followed by r′ single qubit measurements in the computational basis.

Finally, note that if T : G → GL(Hd) then the number of elementary gates required

to implement W of Eq. (4.26) only increases by a factor which is independent of m and

|G|. In this case the unitary transformation, A ⊗ 1l, requires at most O(dr) elementary

gates in order to be implemented. In the following I consider some special groups and

show that the required resources can be significantly reduced.
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4.2.1 Abelian groups

I now discuss a method to implement the gate W (Eq. (4.26)) for the case of quan-

tum channels whose collective noise is associated with a finite abelian group. Denot-

ing by g1, . . . , gn the generators of the group then for any g ∈ G there exists a string

(l1(g), . . . , ln(g)), with li(g) ∈ N , such that g = g
l1(g)
1 · · · gln(g)

n . As the group is finite it

follows that for any i ∈ (0, . . . , n) there exists an Li such that li(g) ≤ Li for any g ∈ G.

Writing |g〉 = |l1(g) . . . ln(g)〉, where li(g) is represented in binary notation, the gate W

becomes

W =
n∏
i=1

Ti ≡
n∏
i=1

(
Li∑
li=0

|li〉〈li| ⊗ (T ligi)
⊗m

)
. (4.39)

Note that each Ti in Eq. (4.39) is acting on an Li-dimensional control system (i.e. logLi

control qubits) and m target qubits, where the first control system determines how often

g1 is applied the second how often g2 is applied and so on. Hence, the number of elemen-

tary gates required to implement each Ti is at most Lif(logLi) = Li[40(logLi − 2) +m]

(see Eq. (4.36)) and the total number of elementary gates is

n∑
i=1

Lif(logLi) ≤ nmaxi{Li(f(logLi)}, (4.40)

which might be substantially smaller than |G|(41r′−80+m) gates required in the general

case.

4.2.2 Cyclic groups

I now consider the case where the collective noise of the channel is associated with a

general cyclic group, a group with only one generating element h ≡ g1. The group

elements are given by hi where 1 ≤ i ≤ L = 2r
′
. To each group element hi associate the

number i =
∑r′

n=1 2n−1in written in binary notation and

Thi =
r′∏
k=1

U2k−1ik . (4.41)
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Eq. (4.41) is the key to an efficient implementation of the operation W in Eq. (4.26).

Rather than implementing a product of 2r
′
controlled-unitary operations Wm

g (Eq. (4.27))

it suffices to perform r′ controlled-unitary operations that use the nth qubit of the first

register as the control, and perform the operation (T 2nin)⊗m on the message qubits if the

bit value is one. This leads to the implementation of the operation T⊗mg if the control

state is given by |g〉 = |ir′ . . . i2i1〉 corresponding exactly to the operation W . As each

of these gates consists of m two-qubit gates the total number of elementary gates is

m logL = mr′. Hence, for a cyclic group with M = 2r
′ ∈ N elements one only requires

m logM gates.

In addition, the unitary operationA⊗1l in Eq. (4.23) can be done much more efficiently

than the upper bound of O(dr) operations. For simplicity, let d = 2 and note that for a

cyclic group of M elements the required number of auxiliary qubits is r = M−1 whereas

only r′ = log2M qubits are required to label the group elements. The implementation

of A ⊗ 1l then consists of the transformation that maps the computational basis states

to the block diagonal basis {|k, α〉} (see Eq. (3.41)) followed by the Fourier transform.

Notice that the order of the operations can be exchanged and, furthermore, the Fourier

transformation just acts on standard basis states of r′ < r qubits and can be implemented

using O(r′ log r′) elementary gates.

For cyclic groups of M elements the transformation that maps the computational

basis to the block diagonal basis can be implemented using only r + r′ elementary gates

as I now show. As the irreps of abelian groups are one-dimensional [78] one simply needs

to construct one state, |k, α〉 for each H (k), that is a computational basis state containing

k ones. In order to do so take r′ qubits (the first register) containing the computational

basis states |ir′ , ir′−1, . . . , i1〉, and an additional r = 2r
′ − 1 qubits (the second register)

that is partitioned into r′ groups Bm. Each group, Bm, in the second register corresponds

to the mth qubit of the first register and contains 2m−1 qubits (corresponding to its value
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in binary representation).

The construction of the required states proceeds in two steps. First, m CNOT oper-

ations are performed with the mth qubit in the first register as the control and the 2m−1

qubits in the group Bm of the second register as targets. The m CNOT operations cause

all qubits within the group Bm in the second register to flip if the mth qubit in the first

register is in the state |im〉 = |1〉. After the first m CNOT operations an additional r′

CNOT operations are applied with one of the qubits in Bm of the second register as the

control qubit and the mth qubit of the first register as the target. This ensures that the

first register is in the state |0〉⊗r′ while the state of the second register contains a total

number of ones corresponding to the value of the bit-string ir′ir′−1 . . . i1.

Thus, for the case of cyclic groups of M elements the overhead for implementing the

operation A⊗ 1l in Eq. (4.23) is

r + r′ +O(r′ log r′) = M − 1 + log2M +O(log2M log(log2M)) = O(M), (4.42)

i.e. only linear with the number of group elements M . Together with the efficient im-

plementation of the operation W discussed above the encoding of quantum information

using the protocol of Sec. 4.1 for the case of finite cyclic groups of M elements requires

O(m logM,M) elementary gates.
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Discussion

In this chapter I discuss the results of chapters 3, and 4. In particular, I discuss the

weak and strong additivity of the alignment rate in Sec. 5.1, and the rate of transmission

of quantum information as well as the logical depth of the reference-frame independent

quantum communication protocol in Sec. 5.2.

5.1 Additivity of the alignment rate

In chapter 3 I analyzed reference frame alignment where the success of the protocol was

quantified by the accessible information. I defined the alignment rate as the amount of

information Bob learns per bounded-sized token of Alice’s reference frame. I showed that

for the case where the reference frame is associated with a G-SSR, where G = U(1) and

G = ZM , the alignment rate is equal to the linearized, regularized G-asymmetry A
(reg)
G .

From its definition A
(reg)
G (see Eq. (3.9)) is weakly additive; i.e.

A
(reg)
G (ψ⊗2) = 2A

(reg)
G (ψ). (5.1)

As RG(ψ) = A
(reg)
G (ψ) for G = U(1) and G = ZM it follows that for these groups RG(ψ) is

also a deterministic frameness monotone that is weakly additive as one would intuitively

expect. The question I address in this section is whether RG is also strongly additive;

that is, for any two pure states |ψ〉 and |φ〉 is it true that

RG(ψ ⊗ φ) = RG(ψ) +RG(φ) ? (5.2)

In the case where G = U(1) Eq. (5.2) is true. Indeed, as was shown in Sec. 3.3 for

G = U(1) the alignment rate RU(1)(ψ) = 4πV (ψ), where V (ψ) is the photon-number

81
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variance of the state |ψ〉. It was shown in [79] that the variance is strongly additive;

i.e. for any two states |ψ〉, |φ〉, V (ψ ⊗ φ) = V (ψ) + V (φ). Note that one cannot infer

the strong additivity of RU(1)(ψ) from its definition without the explicit calculation in

Sec. 3.3. RU(1)(ψ) is strongly additive because it is equal to the photon-number variance.

However, for some groups the alignment rate is not strongly additive even for two

distinct pure states as I now show. Suppose Alice and Bob lack a shared frame of

reference associated with the group ZM . Consider two bounded-size tokens of a reference

frame

|ψ〉 =
M−1∑
k=0

√
pk|k〉,

|φ〉 =
M−1∑
k=0

√
qk|k〉. (5.3)

From Theorem 5 of Sec. 3.4 the alignment rates for the two states in Eq. (5.3) are

RZM (|ψ〉) = −2 log rmax and RZM (|φ〉) = −2 log lmax respectively, where

rmax = max
n∈{1,...,M−1}

∣∣∣∣∣
M−1∑
m=0

e
ı2πnm
M pm

∣∣∣∣∣ , lmax = max
n∈{1,...,M−1}

∣∣∣∣∣
M−1∑
m=0

e
ı2πnm
M qm

∣∣∣∣∣ .
Up to ZM -invariant unitaries |ψ〉 ⊗ |φ〉 can be written as

|ψ〉 ⊗ |φ〉 =
M−1∑
k1,k2=0

√
pk1qk2|k1〉 ⊗ |k2〉 =

∑
k

√
ck|k〉, (5.4)

where

ck =
∑
k1,k2

pk1qk2 , (5.5)

and the sum is over all k1, k2 such that k1+k2 = kmodM . Computing the Fourier transform

of the coefficients ck one obtains

ωn =
M−1∑
m=0

e
ı2πmn
M cm =

M−1∑
m=0

∑
k1+k2=m

e
ı2πn(k1+k2)

M pk1qk2 . (5.6)

Noting that
∑M−1

m=0

∑
k1+k2=m =

∑M−1
k1=0

∑M−1
k2=0, Eq. (5.6) reduces to

ωn =
M−1∑
k1=0

e
ı2πk1n
M pk1

M−1∑
k2=0

e
ı2πk2n
M qk2 ≡ rnlne

ı(θn+φn) , (5.7)
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where rn and ln are the absolute values of the Fourier transforms of {pk} and {qk},

respectively. Therefore,

RZM (ψ ⊗ φ) = max
n∈{1,...,M−1}

(−2 log rn − 2 log ln)

≥ −2 log rmax − 2 log lmax

= RZM (ψ) +RZM (φ). (5.8)

Hence, RZM is not strongly additive in general.

For the case where M = 2 RZM is strongly additive as there is only a single n, namely

n = 1. For the case where M = 3 RZM is again strongly additive as there are only

two values for n which turn out to satisfy ω1 = ω∗2 and thus |ω1| = |ω2| . However, for

M ≥ 4 RZM is super-additive as the following example shows. Consider the following

bounded-size tokens of Alice’s Z4 reference frame

|ψ〉 =

√
13

64
|0〉+

√
18

64
|1〉+

√
19

64
|2〉+

√
14

64
|3〉,

|φ〉 =

√
7

20
|0〉+

√
3

20
|1〉+

√
6

20
|2〉+

√
4

20
|3〉. (5.9)

Computing the Fourier transforms one obtains

r1 = r3 = 0.113, r2 = 0

l1 = l3 = 0.07, l2 = 0.3. (5.10)

Thus, rmax = r1 = 0.113 and lmax = l2 = 0.3. Moreover, |ω1| = 0.008, |ω2| = 0,

and |ω3| = 0.008. Therefore, |ωmax| = r1l1 which is smaller than rmaxlmax. Hence,

RZ4(|ψ〉 ⊗ |φ〉) is strictly greater than RZ4(|ψ〉) +RZ4(|φ〉).

The alignment rate quantifies how well a quantum state can serve as a bounded-sized

token of the missing reference frame. The super-additivity of RG implies that if Bob

holds N � 1 copies of two bounded-sized token states, |ψ〉 and |φ〉, then Bob obtains
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more information about Alice’s reference frame if he performs a joint measurement on

the bounded-sized tokens rather than measuring each token separately.

From its definition the alignment rate is a regularized quantity (see Eq. (3.10)); it is

defined an the ratio of linearized accessible information per physical system transmitted

in the limit where the latter is asymptotically large. Several other important quantities

in quantum information, such as the classical capacity of a quantum channel [85, 86]

and the entanglement cost [87], are regularized quantities. In the resource theory of

entanglement the entanglement cost is defined as the rate at which one can convert, by

local means, many copies of pure bipartite maximally entangled states (singlets) to many

copies of another bipartite state ρAB.

An important open problem in quantum information is whether quantities such as the

classical capacity or the entanglement cost are strongly additive. As I showed above the

alignment rate is not strongly additive for the case of finite cyclic groups of order greater

than three even under the tensor product of two distinct pure states . The alignment

rate is unique in that it is the first quantity to my knowledge whose regularization does

not yield an additive quantity.

In the next section I discuss the results of chapter 4 pertaining to reference-frame

independent communication of quantum information.

5.2 Transmission rate and logical depth of reference frame in-

dependent protocol

In chapter 4 I introduced a new reference-frame independent communication protocol.

I showed that the number of elementary gates required to implement the encoding and

decoding circuit for the protocol scale as O(m, |G| log |G|, dr), where r is an integer

that depends solely on T : G → GL(Hd). For the case of finite cyclic groups ZM I
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showed that the encoding and decoding operations can be efficiently implemented with

at most m logM +O(M) operations. As the required number of elementary gates scale

only linearly in the number of logical qudits my protocol is more efficient than the best

currently known DFS protocols [68, 69, 88]. Moreover, the linear scaling in the number

of elementary gates makes the physical implementation of my protocol feasible.

The rate of transmission of quantum information, R, using the protocol in Sec. 4.1 is

given by

R ≡ m

r +m
; (5.11)

i.e. m logical qudits can be perfectly transmitted using r + m physical qudits. As the

number of qudits, r, required to construct the set of states S
(T )
(r,|ψ〉) is finite and depends

only on T : G → GL(H ), where G is a finite group, in the limit m → ∞ Eq. (5.11)

tends to unity. Thus, if Alice possesses asymptotically many quantum systems the rate

of transmission of quantum information given Eq. (5.11) is optimal.

However, if Alice possesses only a finite number of systems the rate of transmission,

Eq. (5.11), is less than that achieved by the DFS protocol of [68, 69] as I now explain.

Consider the case where Alice possess three physical qubits and lacks a shared frame of

reference associate with the finite cyclic group Z3 with Bob. Let T : Z3 → GL(H2) be

given by

Tg =
1∑

n=0

ωng|n〉〈n| g ∈ (0, 1, 2), (5.12)

where ω = ei2π/3. As Z3 is abelian it has three one-dimensional inequivalent irreps.

Using the orthogonality relations of irreps (theorem 1) it can be shown that T⊗2 : Z3 →

GL(H ⊗2
2 ) contains the regular representation of Z3 as a sub-representation. Thus, using

the protocol of Sec. 4.1 Alice can communicate one logical qubit using three physical

qubits.

On the other hand, under the action of T⊗3 : Z3 → GL(H ⊗3
2 ), the total Hilbert space
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of three qubits can be conveniently written as

H⊗3 ∼=
2⊕

k=0

H (k), (5.13)

where H (0) = span{|000〉, |111〉}, H (1) = span{|001〉, |010〉, |100〉}, and

H (2) = span{|110〉, |101〉, |011〉}. The sub-spaces H (1) and H (2) are three-dimensional

DFS and can thus be used to transmit log2 3 > 1 logical qubits. It is easy to show

that if Alice has a finite number of quantum systems at her disposal the protocol of

Sec. 4.1 achieves a lower rate of transmission of quantum information compared to the

DFS-based protocol of [68, 69] for any finite group G. Despite the lower transmission

rate the implementation of the encoding and decoding circuit is more efficient for the

protocol in Sec. 4.1 compared to that of [68, 69].

More importantly the encoding and decoding circuits outlined in Sec. 4.2 have a

constant logical depth as I now explain. The logical depth of a circuit is the amount of

time required by the circuit to generate the desired state. As all the control gates in V m
g

of Eq. (4.33), acting on m qubits originally prepared in |φ〉 ∈ H ⊗m2 , can be implemented

in parallel the logical depth of the circuit implementing W (Eq. (4.26)) is constant and

given by |G|(41r′ − 80 + 1). Moreover, as the unitary basis change A ⊗ 1l in Eq. (4.23)

requires at most O(2r) gates, where r depends only on T : G→ GL(Hd), the logical depth

is independent of m in contrast to the DFS-based communication scheme put forward

in [68, 69]. This allows for a very efficient implementation of the gate W .



Chapter 6

Summary and future work

In this thesis I introduced a new operational measure for quantifying the frameness re-

source of a bounded-sized token of a classical frame of reference as well as an alternative,

reference-frame independent protocol for communicating quantum information. More

precisely, In chapter 3 I showed how the rate of alignment of a reference frame commu-

nication protocol provides an operational interpretation of the G-asymmetry which was

thus far lacking in the literature. In chapter 4, I showed how m logical qudits can be

transmitted using m + r physical qudits in the absence of a shared frame of reference

associated with an arbitrary finite group G.

Unlike all other reference-frame alignment protocols to date I used an information the-

oretic measure, namely the accessible information, to quantify the success of a reference-

frame alignment protocol. I showed that for the case where parties lack a shared frame

of reference associated with the groups U(1) and ZM the alignment rate is equal to the

linearized, regularized G-asymmetry for G = U(1) and G = ZM . This result establishes a

connection between the resource theory of quantum reference frames and reference-frame

alignment protocols.

Furthermore, for the case of finite cyclic groups of more than three elements the

alignment rate is not additive under the tensor product of two distinct pure states.

Possible future work in this area is the analysis of reference frame alignment for general

groups, in particular non-abelian groups, as well as strong additivity of the alignment

rate for these groups. I conjecture that RG = A
(reg)
G for all finite or compact Lie groups.

An interesting question that arises is the degree of violation of strong additivity. For the

case of finite cyclic groups of order greater than three the amount of information that

87
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Bob gains by measuring many copies of two bounded-sized reference frame tokens jointly

rather than separately is exponentially small. Does there exist a group, G, for which the

amount of information gained by performing joint measurements on many copies of two

bounded-sized tokens is significantly larger than when measuring the tokens separately? I

believe that for the case of non-abelian groups, such as SU(2), the amount of information

gained by performing joined measurements will be significantly larger.

In chapter 4 I made use of ideas both from DFS and error correction to construct

a reference-frame independent protocol for communicating quantum information for the

case where parties lack a shared frame of reference associated with a finite group G. I

showed how m logical qudits can be transmitted with perfect fidelity and can be efficiently

encoded and decoded using O(m, |G| log |G|, dr) elementary gates, where r is an integer

that depends solely on T : G→ GL(Hd). For certain groups, such as finite cyclic groups,

I showed that the encoding and decoding operations can be efficiently implemented with

at most m logM + O(M) operations. Moreover, the logical depth of the encoding and

decoding circuit for finite groups is independent of the number of logical qudits, m. As the

required number of elementary gates scales only linearly in the number of logical qudits

my protocol is more efficient than the best currently known DFS protocols [68, 69, 88].

However, this decrease in the number of elementary gates comes at the cost of achieving

a lower rate of transmission of quantum information if only a finite number of quantum

systems are available.

I am currently in the process of extending the protocol in Sec. 4.1 to the case where

Alice and Bob lack a shared frame of reference associated with a continuous group.

Specifically, for a reference frame associated with the group U(1) one can use the ap-

proximation limM→∞ ZM → U(1) and apply the protocol of Sec. 4.1 for the case where

G = ZM . However, due to the approximation of a continuous group by a discreet group

the transmission of quantum information occurs at non-unit fidelity. Furthermore, this
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technique seems applicable only to the U(1) case, and I am confident that this method

will yield asymptotically optimal transmission of quantum information at high fidelity

with less cost in encoding and decoding resources. In the case of non-abelian continuous

groups, such as SU(2), a different approach based on design theory seems more promising.

Both of these problems are currently under investigation.

In addition, whereas the implementation of the reference-frame independent protocol

for finite abelian groups is very efficient it is not obvious if an efficient implementation

is feasible for the case of non-abelian groups. This is due to the fact that in general

an O(dr) overhead is required to implement the unitary operator in Eq. (4.23). For a

group with |G| elements r′ = log2|G| qubits are required to label the elements yet r ≥ r′

qubits are needed to construct the set of states S
(T )
(r,|ψ〉) with the required properties. In

the case of finite cyclic groups, r = (|G| − 1)/(d − 1) is exponentially larger than r′.

Despite this exponential increase I have shown that the unitary operator in Eq. (4.23)

can be efficiently implemented using O(r) operations, i.e. with an overhead that scales

only linear in the number of group elements, in the case of finite cyclic groups. Whether

such an exponential overhead also occurs for other groups and whether this can also

be compensated by a more efficient implementation of the operation in Eq. (4.23) is

presently unknown.
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[47] R. Derka, V. Buzĕk, and A. K. Ekert. Universal algorithm for optimal estimation of

quantum states from finite ensembles via realizable generalized measurement. Phys.

Rev. Lett., 80:1571–1575, Feb 1998.

[48] R. Tarrach and G. Vidal. Universality of optimal measurements. Phys. Rev. A,

60:R3339–R3342, Nov 1999.

[49] N. Gisin and S. Popescu. Spin flips and quantum information for antiparallel spins.

Phys. Rev. Lett., 83:432–435, Jul 1999.



95

[50] S. Massar. Collective versus local measurements on two parallel or antiparallel spins.

Phys. Rev. A, 62:040101, Sep 2000.

[51] G. Chiribella, G. M. D’Ariano, and M. F. Sacchi. Optimal estimation of group

transformations using entanglement. Phys. Rev. A, 72:042338, Oct 2005.

[52] A. Peres and P. F. Scudo. Transmission of a cartesian frame by a quantum system.

Phys. Rev. Lett., 87:167901, Sep 2001.
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